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#### Abstract

Space-time code designs based on a partial interference cancellation (PIC) group decoding have been recently proposed. The PIC group decoding complexity depends on the group size and is between the lowest linear receiver complexity and the highest ML decoding complexity. The symbol rate for a space-time code achieving full diversity with the PIC group decoding is also between those for the linear receivers and the ML decoding. In this paper, we propose a new decoding, called conditional PIC group decoding, that is between the PIC group decoding and the ML decoding. With the proposed new decoding, we obtain a new design criterion for space-time codes to achieve full diversity, which is also between the one with the PIC group decoding and the one with the ML decoding. We then present some designs that satisfy the new criterion and in the meantime have higher symbol rates than that for the PIC group decoding.


Index Terms-full diversity, partial interference cancellation, group decoding, cyclotomic lattice design, space-time block codes.

## I. Introduction

FULL diversity achieving space-time code designs with low complexity decodings include orthogonal space-time codes (OSTC) [1]-[7], quasi OSTC type codes with simplified ML decoding [8]-[16], extended OSTC with conditional ML detection [17]-[20], codes with linear receivers [21]-[25], and codes with PIC group decoding [26], [28]. Due to the orthogonality constraint, the symbol rates for OSTC type codes decrease to $1 / 2$ [4] when the number of transmit antennas gets large. When the orthogonality is relaxed so that the full diversity can be achieved with linear receivers, the symbol rates can still be close to 1 when the number of transmit antennas gets large [23]. When the linear receiver is generalized/relaxed to the PIC group decoding, the symbol rates for full diversity achieving codes can be increased to be more than 1 but upper bounded by the group size [26]. It is known that the symbol rates for full diversity codes with the ML decoding can be full, i.e., $n_{t}$, for $n_{t}$ transmit antennas [29]-[33], including perfect codes [31], [32]. A natural question is whether there are full diversity achieving codes with symbol rates higher than that with the PIC group decoding, and with a decoding of a lower complexity than the ML decoding.

Motivated from the results in [17]-[20] on extended OSTC with conditional ML detection, in this paper we propose a

[^0]conditional PIC group decoding that can be stated as follows. For each trial of a fixed group of information symbols, the remaining information symbols are decoded with the PIC group decoding. The final decoding is the optimal solution among all the trials of the fixed group of symbols. It is clear that the complexity of this conditional PIC group decoding is between those of the PIC group decoding in [26] and the ML decoding. We obtain a new design criterion for space-time codes to achieve full diversity with the conditional PIC group decoding. The new criterion is also between those with the PIC group decoding and with the ML decoding. We then propose some designs that satisfy the new criterion, i.e., achieve full diversity with the conditional PIC group decoding, and in the meantime, their symbol rates are higher than those designed for the PIC group decoding in [26], [28].
This paper is organized as follows. In Section II, we describe the system model and the PIC group decoding. In Section III, we introduce the conditional PIC group decoding and present the new design criterion. In Section IV, we propose some code designs. In Section V, we show some simulation results.

## II. System Model and PIC Group Decoding

We consider an MIMO transmission with $n_{t}$ transmit and $n_{r}$ receive antennas over a quasi-static Rayleigh block-fading channel. The channel model is written as follows,

$$
\begin{equation*}
\mathbf{Y}=\sqrt{\frac{\rho}{n_{t}}} \mathbf{X} \mathbf{H}+\mathbf{N} \tag{1}
\end{equation*}
$$

where $\mathbf{Y} \in \mathbb{C}^{t \times n_{r}}$ is the received signal matrix in $t$ time slots, $\mathbf{X} \in \mathbb{C}^{t \times n_{t}}$ is a codeword matrix from a space-time block code (STBC), or simply $\mathbf{X}$ is an STBC, $\mathbf{H}=\left(h_{i j}\right)_{n_{t} \times n_{r}}$ is the $n_{t} \times n_{r}$ channel matrix whose entries are assumed i.i.d. with distribution $\mathcal{C N}(0,1), \mathbf{N} \in \mathbb{C}^{t \times n_{r}}$ is an additive white Gaussian noise matrix with i.i.d. entries $n_{i, j} \sim \mathcal{C N}(0,1)$ and $\rho$ is the average signal-to-noise-ratio at the receiver.

In this paper, for convenience we only consider that information symbols $s_{l}, l=1, \cdots, L$, are coded by linear dispersion STBC [35], [36] as

$$
\begin{equation*}
\mathbf{X}=\mathbf{X}\left(s_{1}, \cdots, s_{L}\right)=\sum_{l=1}^{L} \mathbf{A}_{l} s_{l} \tag{2}
\end{equation*}
$$

where $\mathbf{A}_{l} \in \mathbb{C}^{t \times n_{t}}$ is a linear STBC weight matrix. When the complex conjugated information symbols are involved, they can be converted into the above form if their real and imaginary parts are split into two independent variables.
To decode the transmitted information symbol vector $\mathbf{s}=$ $\left[s_{1}, s_{2}, \cdots, s_{L}\right]^{T}$ at the receiver, the system model in (1) needs
to be rewritten as

$$
\begin{equation*}
\mathbf{y}=\sqrt{\rho} \mathbf{G} \mathbf{s}+\mathbf{n} \tag{3}
\end{equation*}
$$

where $\mathbf{y} \in \mathbb{C}^{t n_{r}}$ is the received signal vector, $\mathbf{G} \in \mathbb{C}^{t n_{r} \times L}$ is an equivalent channel matrix [23], [26], $\mathbf{n} \in \mathbb{C}^{t n_{r}}$ is the additive white Gaussian noise vector.

We now describe the PIC group decoding algorithm studied in [26]. Define the index set $\mathcal{I}$ as $\mathcal{I}=\{1,2, \cdots, L\}$, where $L$ is the number of information symbols in $\mathbf{s}$. First we partition $\mathcal{I}$ into $N$ groups: $\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{N}$. Each index subset $\mathcal{I}_{k}$ can be written as follows,

$$
\mathcal{I}_{k}=\left\{i_{k, 1}, i_{k, 2}, \cdots, i_{k, n_{k}}\right\}, k=1,2, \cdots, N
$$

where $n_{k} \triangleq\left|\mathcal{I}_{k}\right|$ is the cardinality of the subset $\mathcal{I}_{k}$. We call $\mathcal{I}=\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{N}\right\}$ a grouping scheme. For such a grouping scheme, we have the following two equations

$$
\mathcal{I}=\bigcup_{i=1}^{N} \mathcal{I}_{i} \quad \text { and } \quad \sum_{i=1}^{N} n_{i}=L
$$

Define $\mathbf{s}_{\mathcal{I}_{k}}$ as the information symbol vector that contains the symbols with indices in $\mathcal{I}_{k}$, i.e.,

$$
\mathbf{s}_{\mathcal{I}_{k}}=\left[s_{i_{k, 1}}, s_{i_{k, 2}}, \cdots, s_{i_{k, n_{k}}}\right]^{T}
$$

Let the column vectors of an equivalent channel matrix $\mathbf{G}$ be $\mathbf{g}_{1}, \mathbf{g}_{2}, \cdots, \mathbf{g}_{L}$. Similarly, we can define $\mathbf{G}_{\mathcal{I}_{k}}$ as

$$
\mathbf{G}_{\mathcal{I}_{k}}=\left[\mathbf{g}_{i_{k, 1}}, \mathbf{g}_{i_{k, 2}}, \cdots, \mathbf{g}_{i_{k, n_{k}}}\right] .
$$

In this case, the STBC $\mathbf{X}$ in (2) can be also written as $\mathbf{X}=$ $\mathbf{X}\left(\mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}\right)$. With these notations, equation (3) can be rewritten as

$$
\begin{equation*}
\mathbf{y}=\sqrt{\rho} \sum_{i=1}^{N} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}+\mathbf{n} . \tag{4}
\end{equation*}
$$

Suppose we want to decode the symbols embedded in group $\mathbf{S}_{\mathcal{I}_{i}}$. The PIC group decoding first implements linear interference cancellation with a suitable choice of matrix $\mathbf{Q}_{\mathcal{I}_{i}}$ in order to completely eliminate the interferences from other groups [26], i.e., $\mathbf{Q}_{\mathcal{I}_{i}} \mathbf{G}_{\mathcal{I}_{j}}=0, \forall j \neq i$ and $i=1,2, \cdots, N$. To satisfy this, we can, for example, choose $\mathbf{Q}_{\mathcal{I}_{i}}$ as the following zero-forcing filter
$\mathbf{Q}_{\mathcal{I}_{i}}=\mathbf{I}_{t n_{r}}-\mathbf{G}_{\mathcal{I}_{i}}^{c}\left(\left(\mathbf{G}_{\mathcal{I}_{i}}^{c}\right)^{H} \mathbf{G}_{\mathcal{I}_{i}}^{c}\right)^{-1}\left(\mathbf{G}_{\mathcal{I}_{i}}^{c}\right)^{H}, \quad i=1,2, \cdots, N$,
when the following matrix has full column rank:

$$
\mathbf{G}_{\mathcal{I}_{i}}^{c}=\left[\mathbf{G}_{\mathcal{I}_{1}}, \cdots, \mathbf{G}_{\mathcal{I}_{i-1}}, \mathbf{G}_{\mathcal{I}_{i+1}}, \cdots, \mathbf{G}_{\mathcal{I}_{N}}\right] .
$$

Then we have

$$
\mathbf{z}_{\mathcal{I}_{i}}=\mathbf{Q}_{\mathcal{I}_{i}} \mathbf{y}=\sqrt{\rho} \mathbf{Q}_{\mathcal{I}_{i}} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}+\mathbf{Q}_{\mathcal{I}_{i}} \mathbf{n}, \quad i=1,2, \cdots, N
$$

The symbols in group $\mathbf{s}_{\mathcal{I}_{i}}$ can be decoded with the ML decoding as follows [26]:

$$
\begin{equation*}
\hat{\mathbf{s}}_{\mathcal{I}_{i}}=\arg \min _{\mathbf{s}_{\mathcal{I}_{i}} \in \mathcal{A}^{n}}\left\|\mathbf{z}_{\mathcal{I}_{i}}-\sqrt{\rho} \mathbf{Q}_{\mathcal{I}_{i}} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}\right\|^{2} \tag{5}
\end{equation*}
$$

where $\mathcal{A}$ is a signal constellation for the information symbols.
In [26], [27], an STBC design criterion was derived to achieve full diversity with the PIC group decoding, which can be stated as follows.

Theorem 2.1: For an STBC $\mathbf{X}$ with the PIC group decoding, the full diversity is achieved when the code $\mathbf{X}$ satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and for a fixed $k, 1 \leq k \leq N$, any nonzero linear combination over $\Delta \mathcal{A}$ of the vectors in the $k$ th group $\boldsymbol{G}_{\mathcal{I}_{k}}$ does not belong to the space linearly spanned by all the vectors in the remaining vector groups over the complex field, i.e., $\mathbb{V}_{\mathcal{I}_{k}}$ defined in (12) in [26], for any $\mathbf{H} \neq 0$.

Notice that in the PIC group decoding algorithm, we may use successive interference cancellation (SIC) strategy to aid the decoding process. We call the SIC-aided PIC group decoding as PIC-SIC group decoding [26]. The basic idea of this method is to remove the already-decoded symbols from the received signals to reduce the interferences. For a decoding order, for example, $\left(\mathbf{s}_{\mathcal{I}_{1}}, \mathbf{s}_{\mathcal{I}_{2}}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}\right)$, first, we can decode symbol group $\mathbf{s}_{\mathcal{I}_{1}}$ by the PIC group decoding to obtain $\hat{\mathbf{s}}_{\mathcal{I}_{1}}$. Remove the components of the already-detected symbol group $\hat{\mathbf{s}}_{\mathcal{I}_{1}}$ from (4):

$$
\begin{equation*}
\mathbf{y}_{1}=\mathbf{y}-\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{1}} \hat{\mathbf{s}}_{\mathcal{I}_{1}} . \tag{6}
\end{equation*}
$$

Then, decode $\mathbf{s}_{\mathcal{I}_{2}}$ from (6) by the PIC group decoding. Repeat this process until all symbols are decoded. Then, the full diversity criterion for the PIC-SIC group decoding can be stated as follows [26], [27].

Theorem 2.2: For an STBC $\mathbf{X}$ with the PIC-SIC group decoding, the full diversity is achieved when the code $\mathbf{X}$ satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and at each decoding stage, for $\mathbf{G}_{\mathcal{I}_{k}}$, which corresponds to the current to-be decoded symbol group $\mathbf{s}_{\mathcal{I}_{k}}$, any nonzero linear combination over $\Delta \mathcal{A}$ of the vectors in $\boldsymbol{G}_{\mathcal{I}_{k}}$ does not belong to the space linearly spanned by all the vectors in the group $\left[\boldsymbol{G}_{\mathcal{I}_{k+1}}, \cdots, \boldsymbol{G}_{\mathcal{I}_{N}}\right]$ over the complex field for any $\mathbf{H} \neq 0$.
We next propose a new decoding algorithm called conditional PIC group decoding.

## III. Conditional PIC Group Decoding and A New Design Criterion

Motivated from the conditional detection in [17]-[20] on the conditional fast ML decoding for orthogonal codes, we now propose a conditional PIC group decoding. Our proposed conditional PIC group decoding method is implemented in two major steps. First, estimate the information symbols in the first $N-1$ groups $\mathbf{s}_{\mathcal{I}_{1}}, \mathbf{s}_{\mathcal{I}_{2}}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}$ using the PIC group decoding for every possible trial of the information symbols in the last group $\mathbf{s}_{\mathcal{I}_{N}}$ : for every $\overline{\mathbf{s}}_{\mathcal{I}_{N}} \in \mathcal{A}^{n_{N}}$, where $\mathcal{A}$ is the constellation used, cancel it from the received signal:
$\mathbf{y}-\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{N}} \overline{\mathbf{s}}_{\mathcal{I}_{N}}=\sqrt{\rho} \sum_{i=1}^{N-1} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}+\mathbf{n}+\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{N}}\left(\mathbf{s}_{\mathcal{I}_{N}}-\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)$.
Apply the PIC group decoding to decode $\mathbf{s}_{\mathcal{I}_{i}}, 1 \leq i \leq N-1$, from the above $\mathbf{y}-\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{N}} \overline{\mathbf{s}}_{\mathcal{I}_{N}}$ for every $\overline{\mathbf{s}}_{\mathcal{I}_{N}}$, and denote the decoding results by $\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)$, which are functions of $\overline{\mathbf{s}}_{\mathcal{I}_{N}}$. This first major step is named as the PIC group decoding step. Then, the second major step is to choose $\mathbf{s}_{\mathcal{I}_{N}}$ to minimize the

$$
\begin{equation*}
\mathbf{s}_{\mathcal{I}_{N}}^{\text {condPIC }}=\arg \min _{\overline{\mathbf{s}}_{\mathcal{I}_{N}} \in \mathcal{A}^{n} N}\left|\mathbf{y}-\sqrt{\rho}\left(\sum_{i=1}^{N-1} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\overline{\mathbf{S}}_{\mathcal{I}_{N}}\right)+\mathbf{G}_{\mathcal{I}_{N}} \overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)\right|^{2} \tag{8}
\end{equation*}
$$

ML metric from all the results in the first step as (8) above; and for $i=1,2, \cdots, N-1$,

$$
\begin{equation*}
\mathbf{s}_{\mathcal{I}_{i}}^{\text {condPIC }}=\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{\text {condPIC }}\right) . \tag{9}
\end{equation*}
$$

This second major step is named as the ML step.
Suppose that $\mathcal{A}^{n_{N}}=\left\{a_{1}, a_{2}, \cdots, a_{q}\right\}$. Then, the conditional PIC group decoding algorithm can be described in details as:

1) Let $t=1$;
2) Let $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=a_{t}$, cancel it from the received signal as (7);
3) Treat $\mathbf{n}+\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{N}}\left(\mathbf{s}_{\mathcal{I}_{N}}-\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)$ as noise, and decode $\mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}$ using the PIC group decoding. The decoding results are $\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)$;
4) Calculate the ML metric

$$
\left|\mathbf{y}-\sqrt{\rho}\left(\sum_{i=1}^{N-1} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)+\mathbf{G}_{\mathcal{I}_{N}} \overline{\mathbf{s}}_{\mathcal{I}_{N}}\right)\right|^{2} ;
$$

5) If $t<q$, then set $t:=t+1$, go to Step 2 ; otherwise, go to Step 6;
6) Choose $\mathbf{s}_{\mathcal{I}_{N}}$ with the minimal ML metric in Step 4, and the conditional PIC group decoding results are $\mathbf{s}_{\mathcal{I}_{1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}\right), \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}\right), \mathbf{s}_{\mathcal{I}_{N}}$.
The decoding complexity of the PIC group decoding step is $O\left(|\mathcal{A}|^{c_{1}}\right)$, where $c_{1}$ is the maximum cardinality of $\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{N-1}$, i.e., $c_{1}=\max \left\{n_{1}, n_{2}, \cdots, n_{N-1}\right\}$. In the ML step, since we need to enumerate all possible trials of the group $\mathbf{s}_{\mathcal{I}_{N}}$, its complexity is $O\left(|\mathcal{A}|^{n_{N}}\right)$. Thus, the total decoding complexity is $O\left(|\mathcal{A}|^{c_{1}+n_{N}}\right)$. Comparing with the complexity, $O\left(|\mathcal{A}|^{n_{1}+n_{2}+\cdots+n_{N}}\right)$, of the ML decoding, the above complexity is much lower. Comparing with the PIC group decoding, the complexity of this conditional PIC group decoding method is higher. As shown in the following theorem, the full diversity criterion is weaker, which implies that we can design a higher rate code achieving the full diversity than that using the PIC group decoding. Our proposed method is also different from the PIC-SIC group decoding method. The PIC-SIC group decoding method cancels the interference from the already decoded symbol groups, but the proposed method, for any possible trial of a group of symbols, removes them from the received signal and decodes other symbol groups with the PIC group decoding, and then chooses the best solutions.

Theorem 3.1: For an STBC $\mathbf{X}$ with the above conditional PIC group decoding, the full diversity is achieved when the code $\mathbf{X}$ satisfies the full rank criterion, i.e., it achieves full diversity when the ML receiver is used; and for a fixed $k$, $1 \leq k \leq N-1$, any nonzero linear combination over $\Delta \mathcal{A}$ of the vectors in the $k$ th group $\boldsymbol{G}_{\mathcal{I}_{k}}$ does not belong to the space linearly spanned by all the vectors in the vector group $\left[\boldsymbol{G}_{\mathcal{I}_{1}}, \cdots, \boldsymbol{G}_{\mathcal{I}_{k-1}}, \boldsymbol{G}_{\mathcal{I}_{k+1}}, \cdots, \boldsymbol{G}_{\mathcal{I}_{N-1}}\right]$ over the complex field for any $\mathbf{H} \neq 0$, where a nonzero linear combination over $\Delta \mathcal{A}$ means that all the coefficients in the linear combination are taken from $\Delta \mathcal{A}$ and not all of them are zero.

Proof: Suppose information symbol vectors $\mathbf{s}_{\mathcal{I}_{i}}^{0}, i=$ $1,2, \cdots, N$, are transmitted. Then, there are two types of errors as follows. The first type of errors appear in the PIC group decoding step when we set $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}$. In this case, the equation (7) becomes

$$
\mathbf{y}^{\prime} \equiv \mathbf{y}-\sqrt{\rho} \mathbf{G}_{\mathcal{I}_{N}} \overline{\mathbf{s}}_{\mathcal{I}_{N}}=\sqrt{\rho} \sum_{i=1}^{N-1} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}^{0}+\mathbf{n} .
$$

Since the conditions in Theorem 2.1 are satisfied by $\mathbf{G}_{\mathcal{I}_{1}}, \cdots, \mathbf{G}_{\mathcal{I}_{N-1}}$, the pairwise error probability of the detection of $\mathbf{s}_{\mathcal{I}_{i}}, i=1,2, \cdots, N-1$, when $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}$ is given, is upper bounded by (10) in the next page, for a positive constant $C_{1}$ and $\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}\right) \neq$ $\left(\mathbf{s}_{\mathcal{I}_{1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right), \mathbf{s}_{\mathcal{I}_{2}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right), \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right)\right)$.
The second type of errors appear in the ML step of the decoding, but in the PIC group decoding step, when we set $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}$, the detection results are correct, i.e., $\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right)=$ $\mathbf{s}_{\mathcal{I}_{i}}^{0}$ for $i=1,2, \cdots, N-1$. In this step, for any $\overline{\mathbf{s}}_{\mathcal{I}_{N}}$, from (7) we obtain $\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\overline{\mathbf{I}}_{\mathcal{I}_{N}}\right), i=1,2, \cdots, N-1$. Define set

$$
\mathcal{A}^{\prime}=\left\{\left(\mathbf{s}_{\mathcal{I}_{1}}^{P I C}\left(\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right), \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{P I C}\left(\overline{\mathbf{s}}_{\mathcal{I}_{N}}\right), \overline{\mathbf{s}}_{\mathcal{I}_{N}}\right) \mid \overline{\mathbf{s}}_{\mathcal{I}_{N}} \in \mathcal{A}^{n_{N}}\right\} .
$$

Due to the above error pattern, the above set $\mathcal{A}^{\prime}$ contains the truely transmitted $\mathbf{s}_{\mathcal{I}_{i}}^{0}$ for $i=1,2, \cdots, N$, i.e., $\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right) \in \mathcal{A}^{\prime}$.
The detection of the remaining symbols can be processed as (11) in the next page, where $\|\cdot\|_{F}$ is the Frobenius norm of a matrix. Let $\hat{\mathbf{s}}_{\mathcal{I}_{i}}=\mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\hat{\mathbf{s}}_{\mathcal{I}_{N}}\right)$ for $i=1,2, \cdots, N-1$. It is easy to see that $\left(\hat{\mathbf{s}}_{\mathcal{I}_{1}}, \hat{\mathbf{s}}_{\mathcal{I}_{2}}, \cdots, \hat{\mathbf{s}}_{\mathcal{I}_{N}}\right) \in \mathcal{A}^{\prime}$ and it is the solution of the ML decoding over $\mathcal{A}^{\prime}$.

Since $\mathbf{X}$ satisfies the full rank criterion on $\mathcal{A}^{L}$, it is obvious that $\mathbf{X}$ satisfies the full rank criterion on $\mathcal{A}^{\prime}$ that is a subset of $\mathcal{A}^{L}$. Thus, the pairwise error probability in the ML step above can be bounded by
$\operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots,,_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\mathrm{ML}}\left[\hat{\mathbf{s}}_{\mathcal{I}_{1}}, \hat{\mathbf{s}}_{\mathcal{I}_{2}}, \cdots, \hat{\mathbf{s}}_{\mathcal{I}_{N}}\right]\right) \leq C_{2} \rho^{-n_{t} n_{r}}$,
for a positive constant $C_{2}$ and $\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right) \quad \neq$ $\left(\hat{\mathbf{s}}_{\mathcal{I}_{1}}, \hat{\mathbf{s}}_{\mathcal{I}_{2}}, \cdots, \hat{\mathbf{s}}_{\mathcal{I}_{N}}\right)$.

The total pairwise error probability for the proposed decoding method,

$$
\operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \longrightarrow\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right)
$$

for $\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right) \neq\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right)$, can be expressed in two parts. One is that when in the PIC group decoding step, setting $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}$, the detection of $\mathbf{s}_{\mathcal{I}_{1}}, \mathbf{s}_{\mathcal{I}_{2}}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}$ has no error, i.e., the truely transmitted symbol $\left(\mathbf{s}_{\mathcal{I}_{1}}, \mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}\right)$ is in the set $\mathcal{A}^{\prime}$. And in the ML step, we decode the symbols erroneously to $\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]$. This part is due to the second type of errors. The other is that error occurs in the PIC group decoding

$$
\begin{equation*}
\operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \overline{\mathbf{S}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right), \mathbf{s}_{\mathcal{I}_{2}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right), \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}^{0}\right) \mid \overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right]\right) \leq C_{1} \rho^{-n_{t} n_{r}} \tag{10}
\end{equation*}
$$

$$
\begin{align*}
\hat{\mathbf{S}}_{\mathcal{I}_{N}} & =\arg \min _{\mathbf{s}_{\mathcal{I}_{N}} \in \mathcal{A}^{n} N}\left|\mathbf{y}-\sqrt{\rho}\left(\sum_{i=1}^{N-1} \mathbf{G}_{\mathcal{I}_{i}} \mathbf{s}_{\mathcal{I}_{i}}^{P I C}\left(\mathbf{s}_{\mathcal{I}_{N}}\right)+\mathbf{G}_{\mathcal{I}_{N}} \mathbf{s}_{\mathcal{I}_{N}}\right)\right|^{2} \\
& =\arg \min _{\left(\mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}\right) \in \mathcal{A}^{\prime}} \mid \mathbf{y}-\sqrt{\rho}\left(\sum_{i=1}^{N-1} \mathbf{G}_{\left.\mathcal{I}_{i} \mathbf{s}_{\mathcal{I}_{i}}+\mathbf{G}_{\mathcal{I}_{N}} \mathbf{s}_{\mathcal{I}_{N}}\right)\left.\right|^{2}}\right. \\
& =\arg \min _{\left(\mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}\right) \in \mathcal{A}^{\prime}}\left\|\mathbf{Y}-\sqrt{\frac{\rho}{n_{t}}} \mathbf{X}\left(\mathbf{s}_{\mathcal{I}_{1}}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}, \mathbf{s}_{\mathcal{I}_{N}}\right) \mathbf{H}\right\|_{F}^{2} \tag{11}
\end{align*}
$$

step, when $\overline{\mathbf{s}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}$ is given. This part is due to the first type of errors.

For the first part, the pairwise error probability can be expressed as

$$
\begin{aligned}
& P_{1}=\operatorname{Pr}\left([ \mathbf { s } _ { \mathcal { I } _ { 1 } } ^ { 0 } , \mathbf { s } _ { \mathcal { I } _ { 2 } } ^ { 0 } , \cdots , \mathbf { s } _ { \mathcal { I } _ { N } } ^ { 0 } ] \xrightarrow { \text { PIC group } } \left[\mathbf{s}_{\mathcal{I}_{1}}^{0}\right.\right. \\
& \left.\left.\mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \overline{\mathbf{I}}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { ML }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right),
\end{aligned}
$$

which means that in the PIC group decoding step, with $\overline{\mathbf{S}}_{\mathcal{I}_{N}}=$ $\mathbf{s}_{\mathcal{I}_{N}}^{0}$, the detection result is $\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}\right)$, and, then, in the ML step, we decode the symbols to $\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right)$. Thus, we have

$$
\begin{aligned}
P_{1}= & \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\right. \\
& {\left.\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right]\right) } \\
& \cdot \operatorname{Pr}\left(\left[\left\{\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { ML }}\right.\right. \\
& {\left.\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) } \\
\leq & \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\mathrm{ML}}\right. \\
& {\left.\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots,, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) } \\
\leq & C_{2} \rho^{-n_{t} n_{r}} .
\end{aligned}
$$

where the last inequality comes from (12).
The second part of the pairwise error probability can be written as (13) in the next page. Each component in (13) can be bounded as (14) in the next page, where the last inequality comes from (10). Thus,

$$
\begin{aligned}
& P_{2} \leq \\
& \sum_{\substack{\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime}\right) \in \mathcal{A}^{L-n_{N}},\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{I}_{\mathcal{I}_{N-1}}^{\prime \prime}\right) \neq\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}\right)}} C_{1} \rho^{-n_{t} n_{r}} \\
&=\left(|\mathcal{A}|^{l-n_{N}}-1\right) C_{1} \rho^{-n_{t} n_{r}} .
\end{aligned}
$$

Based on these two parts, we have the pairwise error probability of the conditional PIC group decoding as

$$
\begin{aligned}
& \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \longrightarrow\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) \\
= & P_{1}+P_{2} \\
\leq & \left(C_{2}+\left(|\mathcal{A}|^{l-n_{N}}-1\right) C_{1}\right) \rho^{-n_{t} n_{r}}
\end{aligned}
$$

This proves that the code can achieve full diversity with the proposed decoding method.

We similarly propose a conditional PIC-SIC group decoding by replacing the PIC group decoding with the PIC-SIC group decoding [26] in the first step. We have the following theorem, which can be similarly proved.
Theorem 3.2: For an STBC $\mathbf{X}$ with the conditional PIC-SIC group decoding, the full diversity is achieved when the code $\mathbf{X}$ satisfies the full rank criterion, i.e., it achieves full diversity when the ML decoding is used; and at each decoding stage, for $\mathbf{G}_{\mathcal{I}_{k}}$, which corresponds to the current to-be decoded symbol group $\mathbf{s}_{\mathcal{I}_{k}}$, any nonzero linear combination over $\Delta \mathcal{A}$ of the vectors in $\boldsymbol{G}_{\mathcal{I}_{k}}$ does not belong to the space linearly spanned by all the vectors in the group $\left[\boldsymbol{G}_{\mathcal{I}_{k+1}}, \cdots, \boldsymbol{G}_{\mathcal{I}_{N-1}}\right]$ over the complex field for any $\mathbf{H} \neq 0$.
The full diversity criteria in Theorems 3.1 and 3.2 only require a kind of linear independences (the second condition) of the first $N-1$ vector groups, which is weaker than the requirement of the same kind of linear independences (the second condition) of all the $N$ vector groups in Theorems 2.1 and 2.2 [26], [27]. With this reduced requirement in the criteria, we may add more symbol groups with the same number of time slots using the conditional PIC (or PIC-SIC) group decoding to achieve full diversity, as we shall see in next section. Thus, it is possible to design a higher rate full diversity code than using the PIC (or PIC-SIC) group decoding.

Example 1: Consider the full rate $2 \times 2$ STBC proposed in [17]:

$$
\mathbf{X}=\left[\begin{array}{cc}
a s_{1}+b s_{3} & a s_{2}+b s_{4}  \tag{15}\\
-c s_{2}^{*}-d s_{4}^{*} & c s_{1}^{*}+d s_{3}^{*}
\end{array}\right]
$$

where $\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ are information symbols and the star stands for the complex conjugate, $a, b, c$ and $d$ are complexvalued design parameters with the same magnitude $1 / \sqrt{2}$, i.e., $|a|=|b|=|c|=|d|=1 / \sqrt{2}$. Suppose we use one receive antenna. The equivalent channel matrix $\mathbf{G}$ can be written as

$$
\begin{align*}
\mathbf{G} & =\frac{1}{\sqrt{2}}\left[\mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{g}_{3}, \mathbf{g}_{4}\right] \\
& =\frac{1}{\sqrt{2}}\left[\begin{array}{cccc}
a h_{1} & a h_{2} & b h_{1} & b h_{2} \\
c^{*} h_{2}^{*} & -c^{*} h_{1}^{*} & d^{*} h_{2}^{*} & -d^{*} h_{1}^{*}
\end{array}\right] . \tag{16}
\end{align*}
$$

It is easy to verify that $\mathbf{g}_{1} \perp \mathbf{g}_{2}$, and, consequently, $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ are linearly independent and thus satisfy the second condition

$$
\begin{align*}
& P_{2}=\sum_{\left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime}\right) \in \mathcal{A}^{L-n_{N}},}  \tag{13}\\
& \left(\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime}\right) \neq\left(\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0}\right) \\
& \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right]\right. \\
& \left.\xrightarrow{\mathrm{ML}}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) . \\
& \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { ML }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) \\
& =\operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right]\right) \\
& \cdot \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\mathrm{ML}}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N}}^{\prime}\right]\right) \\
& \leq \operatorname{Pr}\left(\left[\mathbf{s}_{\mathcal{I}_{1}}^{0}, \mathbf{s}_{\mathcal{I}_{2}}^{0}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{0} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right] \xrightarrow{\text { PIC group }}\left[\mathbf{s}_{\mathcal{I}_{1}}^{\prime \prime}, \mathbf{s}_{\mathcal{I}_{2}}^{\prime \prime}, \cdots, \mathbf{s}_{\mathcal{I}_{N-1}}^{\prime \prime} \mid \mathbf{s}_{\mathcal{I}_{N}}=\mathbf{s}_{\mathcal{I}_{N}}^{0}\right]\right) \\
& \leq C_{1} \rho^{-n_{t} n_{r}}, \tag{14}
\end{align*}
$$

in Theorem 3.1. Therefore, with the grouping scheme $\mathcal{I}_{1}=$ $\{1\}, \mathcal{I}_{2}=\{2\}$ and $\mathcal{I}_{3}=\{3,4\}$, we can decode this code by the conditional PIC group decoding. This algorithm is then the same as the one proposed in [17].

Before the ending of this section, we have a remark. Regarding to the decoding complexity for the conditional PIC group decoding, we may use sphere decoding [37][43] to reduce the complexity. We only need to search the information symbols in the last group, $\mathbf{s}_{\mathcal{I}_{N}}$, in a hypersphere around the received signal, not every possible trials in $\mathcal{A}^{n_{N}}$. Using the sphere decoding method in the ML step similar to [19], the decoding complexity is much lower than before. Moreover, in the PIC group decoding step, we can also use sphere decoding in each group instead of the ML decoding in (5). For an MIMO system with independent and identify distributed channel coefficients, it has been shown that the average complexity of sphere decoding is in polynomial order, roughly cubic, of the number of unknown variables, for a wide range of SNR and a moderate number of antennas and constellation sizes, although the exact complexity depends on the channels [41], [42]. Detailed complexity analysis for our proposed conditional PIC group decoding combined with the sphere decoding can be similarly done as [41], [42]. In Section V, we show some simulation performances of the conditional PIC group decoding combined with the sphere decoding, which are similar to the performances of the conditional PIC group decoding.

## IV. New Code Designs

Let us first consider 2 transmit antennas. The proposed code is (17) in the next page, where $\theta=\frac{1}{2} \arctan 2$ [26], $\mathbf{i}=\sqrt{-1}$, and $s_{1}, s_{2}, \cdots, s_{6}$ are information symbols chosen from a QAM constellation $\mathcal{A}$. This code is transmitted over 3 time slots and has a symbol rate of 2 . For convenience, we only consider the case of one receive antenna. According to the codeword structure, we can calculate the equivalent channel matrix (18) in the next page, where $h_{1}$ and $h_{2}$ are
channel coefficients. It is not difficult to see that this code does not satisfy the criterion for the PIC group decoding with the group scheme $\mathcal{I}_{1}=\{1,2\}, \mathcal{I}_{2}=\{3,4\}$ and $\mathcal{I}_{3}=\{5,6\}$. Actually, for every group, any vector in this group can be linearly expressed by the vectors in the other two groups. Thus, this code does not satisfy the criterion to achieve full diversity with the PIC group decoding in [26], [27].

Suppose the conditional PIC group decoding is used to decode the code (17): first, estimate $s_{1}, s_{2}, s_{3}, s_{4}$ using the PIC group decoding for every possible trial of $\left(s_{5}, s_{6}\right)$; then, choose $\left(s_{5}, s_{6}\right)$ to minimize the ML metric from all results in the first step. Since $\tan \theta$ is an irrational number, we have $a_{1} h_{1} \cos \theta+a_{2} h_{1} \sin \theta \neq 0$ for $h_{1} \neq 0$ and any $a_{1}, a_{2} \in \mathbb{Z}[\mathbf{i}]$, where $\mathbb{Z}[\mathbf{i}]$ is the number ring generated by the integer ring $\mathbb{Z}$ and i. Similarly, $-b_{1} h_{2} \sin \theta+b_{2} h_{2} \cos \theta \neq 0$ for $h_{2} \neq 0$ and any $b_{1}, b_{2} \in \mathbb{Z}[\mathbf{i}]$. This implies that for $h_{1}$ and $h_{2}$ are not all 0 , any nonzero linear combination over $\mathbb{Z}[\mathbf{i}]$ of vectors from $\mathbf{G}_{\mathcal{I}_{1}}$ does not belong to the space linearly spanned by all the vectors from $\mathbf{G}_{\mathcal{I}_{2}}$ over the complex field, since any complex linear combination of the first components of the vectors in $\mathbf{G}_{\mathcal{I}_{2}}$ is always 0 and any complex linear combination of the second components of the vectors in $\mathbf{G}_{\mathcal{I}_{2}}$ is always 0 if $h_{1}=0$. This conclusion similarly holds when the order of $\mathbf{G}_{\mathcal{I}_{1}}$ and $\mathbf{G}_{\mathcal{I}_{2}}$ is switched. Since $\Delta \mathcal{A}$ is a subset of $\mathbb{Z}[\mathbf{i}]$, we have proved that, for $\mathbf{G}_{\mathcal{I}_{1}}$ and $\mathbf{G}_{\mathcal{I}_{2}}$, any nonzero linear combination over $\Delta \mathcal{A}$ of vectors from one vector group can not be linearly expressed by the vectors in the other vector group over the complex field. The following property can guarantee that this code has full rank property when a QAM constellation is used. Thus, from the new criterion we obtained in Theorem 3.1, this code can achieve full diversity with a QAM constellation and the conditional PIC group decoding.

Property 4.1: The matrix $\mathbf{X}$ in (17) has full rank when $s_{i} \in$ $\mathbb{Z}[\mathbf{i}]$ and at least one of $s_{i}$ is not 0 , where $\mathbb{Z}[\mathbf{i}]$ is the number ring generated by the integer ring $\mathbb{Z}$ and $\mathbf{i}$.
Proof: To prove this property, we need to verify that at least one of the $2 \times 2$ minors of matrix $\mathbf{X}$ is not 0 .

$$
\begin{gather*}
\mathbf{X}=\left[\begin{array}{cccc}
s_{1} \cos \theta+s_{2} \sin \theta & e^{-\mathbf{i} \pi / 4}\left(-s_{5} \sin \theta+s_{6} \cos \theta\right) \\
s_{3} \cos \theta+s_{4} \sin \theta & -s_{1} \sin \theta+s_{2} \cos \theta \\
e^{-\mathbf{i} \pi / 4}\left(s_{5} \cos \theta+s_{6} \sin \theta\right) & -s_{3} \sin \theta+s_{4} \cos \theta
\end{array}\right]  \tag{17}\\
\mathbf{G}=\frac{1}{\sqrt{2}}\left[\begin{array}{cccccc}
h_{1} \cos \theta & h_{1} \sin \theta & 0 & 0 & -e^{-\mathbf{i} \pi / 4} h_{2} \sin \theta & e^{-\mathbf{i} \pi / 4} h_{2} \cos \theta \\
-h_{2} \sin \theta & h_{2} \cos \theta & h_{1} \cos \theta & h_{1} \sin \theta & 0 & 0 \\
0 & 0 & -h_{2} \sin \theta & h_{2} \cos \theta & e^{-\mathbf{i} \pi / 4} h_{1} \cos \theta & e^{-\mathbf{i} \pi / 4} h_{1} \sin \theta
\end{array}\right] \tag{18}
\end{gather*}
$$

Suppose all the $2 \times 2$ minors of matrix $\mathbf{X}$ are 0 . For example,

$$
\operatorname{det}\left(\left[\begin{array}{cc}
s_{1} \cos \theta+s_{2} \sin \theta & e^{-\mathbf{i} \pi / 4}\left(-s_{5} \sin \theta+s_{6} \cos \theta\right) \\
s_{3} \cos \theta+s_{4} \sin \theta & -s_{1} \sin \theta+s_{2} \cos \theta
\end{array}\right]\right)
$$

Denote $\sin \theta, \cos \theta, \tan \theta$ and $e^{-\mathbf{i} \pi / 4}$ by $s, c, t$ and $\epsilon$, respectively, we have

$$
\begin{aligned}
0= & \left(s_{1} c+s_{2} s\right)\left(-s_{1} s+s_{2} c\right)-\epsilon\left(-s_{5} s+s_{6} c\right)\left(s_{3} c+s_{4} s\right) \\
= & c^{2}\left[-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right) t^{2}\right. \\
& \left.+\left(-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+s_{4} s_{6}\right)\right) t+s_{1} s_{2}-\epsilon s_{3} s_{6}\right]
\end{aligned}
$$

Since $t=\tan \theta \notin \mathbb{Q}$, where $\mathbb{Q}$ is the rational number field, and the minimal polynomial of $t$ over $\mathbb{Z}[\mathbf{i}]$ is $f(x)=x^{2}+x-1$, we have that $s_{i}, i=1,2, \cdots, 6$, satisfy $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=$ $-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+s_{4} s_{6}\right)=-\left(s_{1} s_{2}-\epsilon s_{3} s_{6}\right) \neq 0$ or $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+s_{4} s_{6}\right)=s_{1} s_{2}-$ $\epsilon s_{3} s_{6}=0$.

Case 1. $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+s_{4} s_{6}\right)=$ $s_{1} s_{2}-\epsilon s_{3} s_{6}=0$.

Since $\epsilon=e^{-\mathbf{i} \pi / 4} \notin \mathbb{Q}(\mathbf{i})$, where $\mathbb{Q}(\mathbf{i})$ is the number field generated by the rational number field $\mathbb{Q}$ and $\mathbf{i}$, equation $a+$ $\epsilon b=0$ holds for $a, b \in \mathbb{Z}[\mathbf{i}]$ if and only if $a=b=0$. Thus, in this case, we have $s_{1} s_{2}=s_{4} s_{5}=0,-s_{1}^{2}+s_{2}^{2}=$ $-s_{3} s_{5}+s_{4} s_{6}=0$ and $s_{1} s_{2}=s_{3} s_{6}=0$, which implies $s_{1}=s_{2}=s_{3}=s_{4}=0$ or $s_{1}=s_{2}=s_{5}=s_{6}=0$.

Case 2. $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+s_{4} s_{6}\right)=$ $-\left(s_{1} s_{2}-\epsilon s_{3} s_{6}\right) \neq 0$.

From the equation $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=-s_{1}^{2}+s_{2}^{2}-\epsilon\left(-s_{3} s_{5}+\right.$ $s_{4} s_{6}$ ), we have

$$
s_{2}^{2}+s_{1} s_{2}-s_{1}^{2}+\epsilon\left(s_{3} s_{5}-s_{4} s_{5}-s_{4} s_{6}\right)=0
$$

Since $\epsilon \notin \mathbb{Q}(\mathbf{i})$, the above equation holds if and only if $s_{2}^{2}+$ $s_{1} s_{2}-s_{1}^{2}=0$ and $s_{3} s_{5}-s_{4} s_{5}-s_{4} s_{6}=0$. If $s_{1} \neq 0$, then $\left(\frac{s_{2}}{s_{1}}\right)^{2}+\frac{s_{2}}{s_{1}}-1=0$. We know that the roots of polynomial $x^{2}+x-1=0$ are $t$ and $-1-t \notin \mathbb{Q}(\mathbf{i})$. Thus, the equation $\left(\frac{s_{2}}{s_{1}}\right)^{2}+\frac{s_{2}}{s_{1}}-1=0$ does not hold for any $s_{1}, s_{2} \in \mathbb{Z}[\mathbf{i}]$ with $s_{1} \neq 0$. Otherwise, $s_{1}=0$, then $s_{2}$ should also be 0 .

From $-\left(s_{1} s_{2}-\epsilon s_{4} s_{5}\right)=-\left(s_{1} s_{2}-\epsilon s_{3} s_{6}\right)$, we have $s_{4} s_{5}=$ $s_{3} s_{6}$. Suppose $s_{4} s_{5}=s_{3} s_{6} \neq 0$, let $\frac{s_{3}}{s_{4}}=\frac{s_{5}}{s_{6}}=k \in \mathbb{Q}(\mathbf{i})$, and substituting $s_{3}$ and $s_{5}$ by $k s_{4}$ and $k s_{6}$ in the equation $s_{3} s_{5}-s_{4} s_{5}-s_{4} s_{6}=0$, we have

$$
s_{4} s_{6}\left(k^{2}-k-1\right)=0
$$

Similarly, $k^{2}-k-1 \neq 0$ for $k \in \mathbb{Q}(\mathbf{i})$, so one of $s_{4}$ and $s_{6}$ equals to 0 , which contradicts to the assumption. Thus, $s_{4} s_{5}=s_{3} s_{6}=0$. Together with $s_{3} s_{5}-s_{4} s_{5}-s_{4} s_{6}=0$,
we can easily prove that $s_{3}=s_{4}=0$ or $s_{5}=s_{6}=0$. Similar to Case 1, now we have $s_{1}=s_{2}=s_{3}=s_{4}=0$ or $s_{1}=s_{2}=s_{5}=s_{6}=0$.

For another $2 \times 2$ minor of matrix $\mathbf{X}$,
$\operatorname{det}\left(\left[\begin{array}{cc}s_{3} \cos \theta+s_{4} \sin \theta & -s_{1} \sin \theta+s_{2} \cos \theta \\ e^{-\mathbf{i} \pi / 4}\left(s_{5} \cos \theta+s_{6} \sin \theta\right) & -s_{3} \sin \theta+s_{4} \cos \theta\end{array}\right]\right)$

$$
=0
$$

Similar to the proof above, we have $s_{3}=s_{4}=s_{1}=s_{2}=0$ or $s_{3}=s_{4}=s_{5}=s_{6}=0$.

Hence, if all the minors of matrix $\mathbf{X}$ are zeros, we have $s_{1}=s_{2}=s_{3}=s_{4}=s_{5}=s_{6}=0$, which contradicts to that at least one of $s_{i}$ is not 0 . The matrix $\mathbf{X}$, consequently, has full rank.

For a general case, consider an $M$-layer code (19), in the next page, for $n_{t}$ transmit antennas with $P$ time slots, where $P-n_{t}+1 \leq M \leq P$, where $\rho_{1}, \cdots, \rho_{M}$ are $M$ fixed complex numbers, the $i$-th descending diagonal from left to right, denoted by $\mathbf{X}_{i}=\left[X_{i, 1}, X_{i, 2}, \cdots, X_{i, n_{t}}\right]^{T}$ is given by

$$
\begin{equation*}
\mathbf{X}_{i}=\Theta \mathbf{s}_{i} \tag{20}
\end{equation*}
$$

where the $n_{t} \times 1$ information symbol vector $\mathbf{s}_{i}$ is

$$
\mathbf{s}_{i}=\left[s_{(i-1) n_{t}+1}, s_{(i-1) n_{t}+2}, \cdots, s_{i n_{t}}\right]^{T}
$$

$i=1,2, \cdots, M$, and $\Theta$ is a chosen constellation rotation matrix [34]. The symbol rate for this code is $\frac{M n_{t}}{P}$.

We can choose the rotation matrix $\Theta$ from [34], Table I. For a pair of integers $(l, m)$ and $K=l m, n_{t}=\frac{\phi(K)}{\phi(l)}$, where $\phi$ is the Euler totient function, a vaild rotation matrix is given by

$$
\Theta=\left[\begin{array}{cccc}
\zeta_{K} & \zeta_{K}^{2} & \cdots & \zeta_{K}^{n_{t}}  \tag{21}\\
\zeta_{K}^{1+m_{2} l} & \zeta_{K}^{2\left(1+m_{2} l\right)} & \cdots & \zeta_{K}^{n_{t}}\left(1+m_{2} l\right) \\
\vdots & \vdots & \vdots & \vdots \\
\zeta_{K}^{1+m_{n_{t}} l} & \zeta_{K}^{2\left(1+m_{n_{t}} l\right)} & \cdots & \zeta_{K}^{n_{t}\left(1+m_{n_{t}} l\right)}
\end{array}\right]
$$

where $\zeta_{K}=\exp (2 \pi \mathbf{i} / K)$ and $m_{2}, m_{3}, \cdots, m_{n_{t}}$ are distinct integers such that $1+m_{i} l$ and $K$ are co-prime for any $2 \leq$ $i \leq n_{t}$. A signal constellation for this code can be $\Lambda_{\zeta_{l}}$ (or a subset $\mathcal{A}$ of $\Lambda_{\zeta_{l}}$ ), a subset of $\mathbb{Z}\left[\zeta_{l}\right]$ that is the number ring generated by the integer ring $\mathbb{Z}$ and $\zeta_{l}$, i.e., $\Lambda_{\zeta_{l}} \subset \mathbb{Z}\left[\zeta_{l}\right]$. $\Lambda_{\zeta_{l}}$ can also be thought of as the 2-dimensional real lattice with the generating matrix

$$
\left[\begin{array}{ll}
1 & \cos \left(\frac{2 \pi}{l}\right) \\
0 & \sin \left(\frac{2 \pi}{l}\right)
\end{array}\right]
$$

defined in [34]. For example, when $l=4$, the constellation is located on the square lattice, i.e., a QAM constellation. When

$$
\left[\begin{array}{ccccccc}
\rho_{1} X_{1,1} & 0 & \cdots & 0 & \rho_{M} X_{M, P-M+2} & \cdots & \rho_{P-n_{t}+2} X_{P-n_{t}+2, n_{t}}  \tag{19}\\
\rho_{2} X_{2,1} & \rho_{1} X_{1,2} & \ddots & \vdots & 0 & \ddots & \vdots \\
\vdots & \rho_{2} X_{2,2} & \ddots & 0 & \vdots & \ddots & \rho_{M} X_{M, n_{t}} \\
\rho_{M-1} X_{M-1,1} & \vdots & \ddots & \rho_{1} X_{1, P-M+1} & 0 & \ddots & \vdots \\
\rho_{M} X_{M, 1} & \rho_{M-1} X_{M-1,2} & \ddots & \rho_{2} X_{2, P-M+1} & \rho_{1} X_{1, P-M+2} & \ddots & 0 \\
0 & \rho_{M} X_{M, 2} & \ddots & \vdots & \rho_{2} X_{2, P-M+2} & \ddots & \rho_{1} X_{1, n_{t}} \\
\vdots & \vdots & \ddots & \rho_{M-1} X_{M-1, P-M+1} & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \rho_{M} X_{M, P-M+1} & \rho_{M-1} X_{M-1, P-M+2} & \cdots & \rho_{P-n_{t}+1} X_{P-n_{t}+1, n_{t}}
\end{array}\right]
$$

$l=3$, the signal constellation is located on the equal literal triangular lattice.
To decode this code with the conditional PIC-SIC group decoding, we first define the group ordering scheme $\mathcal{I}=$ $\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{P-n_{t}+2}\right\}$, where
$\mathcal{I}_{i}=\left\{(i-1) n_{t}+1,(i-1) n_{t}+2, \cdots, i n_{t}\right\}, i=1,2, \cdots, P-n_{t}+1$ and $\mathcal{I}_{P-n_{t}+2}=\left\{\left(P-n_{t}+1\right) n_{t}+1,\left(P-n_{t}+1\right) n_{t}+\right.$ $\left.2, \cdots, M n_{t}\right\}$.
When $P=n_{t}$, the matrix $\mathbf{X}$ in (19) is a square matrix, and this code is exactly the multilayer cyclotomic code proposed in [33]. In this case, we split the information symbols into two groups as above: $\mathcal{I}=\left\{\mathcal{I}_{1}, \mathcal{I}_{2}\right\}$, where $\mathcal{I}_{1}=\left\{1,2, \cdots, n_{t}\right\}$ and $\mathcal{I}_{2}=\left\{n_{t}+1, n_{t}+2, \cdots, M n_{t}\right\}$. When we use the conditional PIC-SIC group decoding with this grouping scheme, the decoding is equivalent to the ML decoding.
When $P>n_{t}$, with $M$ layers, the symbol rate of this code is $\frac{M n_{t}}{P}$. With the grouping scheme $\mathcal{I}=$ $\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{P-n_{t}+2}\right\}$ as above, we use the conditional PICSIC group decoding to decode the information symbols as follows: first, for every possible trail of the symbols in the last group $\mathbf{s}_{\mathcal{I}_{P-n_{t}+2}}$, estimate the information symbols in other symbol groups $\mathbf{s}_{\mathcal{I}_{1}}, \mathbf{s}_{\mathcal{I}_{2}}, \cdots, \mathbf{s}_{\mathcal{I}_{P-n_{t}+1}}$ with the PIC-SIC group decoding; then choose the best $\mathbf{s}_{\mathcal{I}_{P-n_{t}+2}}$ to minimize the ML metric from all results in the first step. The decoding complexities of the code $\mathbf{X}$ in (19) in the first step and second step are $O\left(|\mathcal{A}|^{n_{t}}\right)$ and $O\left(|\mathcal{A}|^{n_{t}\left(M+n_{t}-P-1\right)}\right)$, respectively. Thus, the total decoding complexity is $O\left(|\mathcal{A}|^{n_{t}\left(M+n_{t}-P\right)}\right)$. For the multilayer cyclotomic space time code proposed in [33] with the ML decoding, if the decoding complexity is the same as $\mathbf{X}$ in (19), i.e., $O\left(|\mathcal{A}|^{n_{t}\left(M+n_{t}-P\right)}\right)$, the multilayer cyclotomic space time code should have $M+n_{t}-P$ layers with $n_{t}$ transmit antennas and $n_{t}$ time slots. So the corresponding symbol rate is $M+n_{t}-P$. It is not hard to see that this symbol rate is less than the symbol rate of the proposed code in (19), since

$$
\begin{aligned}
\left(M+n_{t}-P\right)-\frac{M n_{t}}{P} & =\frac{1}{P}\left(M P+n_{t} P-P^{2}-M n_{t}\right) \\
& =\frac{1}{P}\left(P-n_{t}\right)(M-P) \leq 0
\end{aligned}
$$

where the last inequality is obtained from $P>n_{t}$ and $M \leq$ $P$. The above less than sign $\leq$ holds strictly, i.e., $<$, when
$P>M$.
Comparing with the code proposed in [28], when $M=$ $P-n_{t}+1$, the last group $\mathcal{I}_{P-n_{t}+2}$ does not appear and the proposed code is the same that in [28]. For $M>P-n_{t}+1$, the symbol rate of the proposed code, $\frac{M n_{t}}{P}$, is always greater than the symbol rate of the code in [28] with the same numbers of transmit antennas and time slots, which is $\frac{n_{t}\left(P-n_{t}+1\right)}{P}$. The decoding complexity of the proposed code with the conditional PIC-SIC group decoding is, however, higher than that of the code in [28] with the PIC-SIC group decoding.
The following property guarantees that the code $\mathbf{X}$ above achieves the full diversity with the conditional PIC-SIC group decoding.
Property 4.2: For the STBC X in (19), if the received signal is decoded using the conditional PIC-SIC group decoding with the group ordering scheme $\mathcal{I}=\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{P-n_{t}+2}\right\}$, then the code $\mathbf{X}$ achieves the full diversity, when $\rho_{i}=\rho_{0}^{i-1}, i=$ $1, \cdots, M$, satisfy one of the following conditions:

1) $\rho_{0}=\zeta_{n}$ with $n=n_{0} K$ and $n_{0}=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{u}^{r_{u}}, n_{0} \geq$ $n_{t}(M-1)+1$, where $p_{1}, \cdots, p_{u}$ are some prime factors of $K$;
2) $\rho_{0}=e^{j \lambda}$ for an algebraic number $\lambda \neq 0$, i.e., $\rho_{0}$ is transcendental;
3) $\rho_{0}=\sqrt{\beta}^{1 / n_{t}} \zeta_{n^{\prime}}$ with a proper integer $\beta$ and $n^{\prime} \leq n$ with the same $n$ as in 1).
Proof: Suppose that only one receive antenna is used and the channel matrix $\mathbf{H}=\left[h_{1}, h_{2}, \cdots, h_{n_{t}}\right]^{T}$. For multiple receive antennas, the proof is similar. Let the rotation matrix $\Theta=\left[\Theta_{1}^{T}, \Theta_{2}^{T}, \cdots, \Theta_{n_{t}}^{T}\right]^{T}$, where $\Theta_{i}=$ $\left[\zeta_{K}^{1+m_{i} l}, \zeta_{K}^{2\left(1+m_{i} l\right)}, \cdots, \zeta_{K}^{n_{t}\left(1+m_{i} l\right)}\right]$ with $m_{1}=0$, i.e., $\Theta_{i}$ be the $i$ th row vector of $\Theta$; and $\mathbf{g}_{i}=h_{i} \Theta_{i}, i=1,2, \cdots, n_{t}$. The equivalent channel matrix is (22) in the next page, where for $i=1,2, \cdots, P-n_{t}+1$,

$$
\mathbf{G}_{\mathcal{I}_{i}}=\left[\begin{array}{c}
\mathbf{0}_{(i-1) \times n_{t}} \\
\rho_{i} \text { diag }(H) \Theta \\
\mathbf{0}_{\left(P-n_{t}-i+1\right) \times n_{t}}
\end{array}\right],
$$

and $\mathbf{G}_{\mathcal{I}_{P-n_{t}+2}}$ can be expressed as (23) in the next page.
For a nonzero codeword, since the symmetry structure of the codeword, we can suppose $\mathbf{X}_{1}$ in (19)-(20) is nonzero. First, to prove the code $\mathbf{X}$ has full rank, we want to show that the determinant of the first $n_{t}$ rows of $\mathbf{X}$ does not equal to zero. It

$$
\begin{align*}
& \mathbf{G}=\frac{1}{\sqrt{n_{t}}}\left[\mathbf{G}_{\mathcal{I}_{1}}, \mathbf{G}_{\mathcal{I}_{2}}, \cdots, \mathbf{G}_{\mathcal{I}_{P-n_{t}+2}}\right]= \\
& \frac{1}{\sqrt{n_{t}}}\left[\begin{array}{ccccccc}
\rho_{1} \mathbf{g}_{1} & 0 & \cdots & 0 & \rho_{P-n_{t}+2} \mathbf{g}_{n_{t}} & \cdots & \rho_{M} \mathbf{g}_{P-M+2} \\
\rho_{1} \mathbf{g}_{2} & \rho_{2} \mathbf{g}_{1} & \ddots & \vdots & 0 & \ddots & \vdots \\
\vdots & \rho_{2} \mathbf{g}_{2} & \ddots & 0 & \vdots & \ddots & \rho_{M} \mathbf{g}_{n_{t}} \\
\rho_{1} \mathbf{g}_{n_{t}-1} & \vdots & \ddots & \rho_{P-n_{t}+1} \mathbf{g}_{1} & 0 & \ddots & \vdots \\
\rho_{1} \mathbf{g}_{n_{t}} & \rho_{2} \mathbf{g}_{n_{t}-1} & \ddots & \rho_{P-n_{t}+1} \mathbf{g}_{2} & \rho_{P-n_{t}+2} \mathbf{g}_{1} & \ddots & 0 \\
0 & \rho_{2} \mathbf{g}_{n_{t}} & \ddots & \vdots & \rho_{P-n_{t}+2} \mathbf{g}_{2} & \ddots & \rho_{M} \mathbf{g}_{1} \\
\vdots & 0 & \ddots & \rho_{P-n_{t}+1} \mathbf{g}_{n_{t}-1} & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \rho_{P-n_{t}+1} \mathbf{g}_{n_{t}} & \rho_{P-n_{t}+2} \mathbf{g}_{n_{t}-1} & \cdots & \rho_{M} \mathbf{g}_{P-M+1}
\end{array}\right]  \tag{22}\\
& \mathbf{G}_{\mathcal{I}_{P-n_{t}+2}}=\left[\begin{array}{cccc}
\rho_{P-n_{t}+2} \mathbf{g}_{n_{t}} & \rho_{P-n_{t}+3} \mathbf{g}_{n_{t}-1} & \cdots & \rho_{M} \mathbf{g}_{P-M+2} \\
0 & \rho_{P-n_{t}+3} \mathbf{g}_{n_{t}} & \ddots & \vdots \\
\vdots & 0 & \ddots & \rho_{M} \mathbf{g}_{n_{t}} \\
0 & \vdots & \ddots & \vdots \\
\rho_{P-n_{t}+2} \mathbf{g}_{1} & 0 & \ddots & 0 \\
\rho_{P-n_{t}+2} \mathbf{g}_{2} & \rho_{P-n_{t}+3} \mathbf{g}_{1} & \ddots & \rho_{M} \mathbf{g}_{1} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{P-n_{t}+2} \mathbf{g}_{n_{t}-1} & \rho_{P-n_{t}+3} \mathbf{g}_{n_{t}-2} & \cdots & \rho_{M} \mathbf{g}_{P-M+1}
\end{array}\right] . \tag{23}
\end{align*}
$$

is not hard to see that the determinant is a nonzero polynomial of $\rho_{0}$ of order no more than $n_{t}(M-1)$ with coefficients in $\mathbb{Q}\left(\zeta_{K}\right)$, where $\mathbb{Q}\left(\zeta_{K}\right)$ is the number field generated by the rational number field $\mathbb{Q}$ and $\zeta_{K}$. Thus, the full rank property is equivalent to stating that $\rho_{0}$ is not a root of such a polynomial. The proof of this property is the same as the proof of Theorem 2 in [33].

Second, suppose the channel coefficients $h_{1}=h_{2}=\cdots=$ $h_{j-1}=0$ and $h_{j} \neq 0$. By Theorem 2 in [34], any nonzero linear combination over $\Delta \Lambda_{\zeta_{l}}$ of the entries of $\Theta_{j}$ is not zero, i.e.,

$$
a_{1} \zeta_{K}^{1+m_{j} l}+a_{2} \zeta_{K}^{2\left(1+m_{j} l\right)}+\cdots+a_{n_{t}} \zeta_{K}^{n_{t}\left(1+m_{j} l\right)} \neq 0,
$$

for $\left[a_{1}, a_{2}, \cdots, a_{n_{t}}\right] \neq[0,0, \cdots, 0]$ and $a_{1}, a_{2}, \cdots, a_{n_{t}} \in$ $\Delta \Lambda_{\zeta_{l}}$. Thus, any nonzero linear combination over $\Delta \Lambda_{\zeta_{l}}$ of the entries of the $(i+j-1)$-th row $\mathbf{G}_{\mathcal{I}_{i}}, \rho_{i} h_{j} \Theta_{j}$, is nonzero. At the same time, the entries in the same row of $\mathbf{G}_{\mathcal{I}_{k}}$ are either $\rho_{k} \mathbf{g}_{j+i-k}=\rho_{k} h_{j+i-k} \Theta_{j+i-k}$ with $h_{j+i-k}=0$, i.e., 0 , for $k=i+1, i+2, \cdots, j+i-1$ or 0 for $k=j+i, j+i+1, \cdots, P-n_{t}+1$, which implies that any nonzero linear combination over $\Delta \Lambda_{\zeta_{l}}$ of the vectors in $\boldsymbol{G}_{\mathcal{I}_{i}}$ does not belong to the space linearly spanned by all the vectors in the group $\left[\boldsymbol{G}_{\mathcal{I}_{i+1}}, \cdots, \boldsymbol{G}_{\mathcal{I}_{P-n_{t}+1}}\right]$ over the complex field for any $\mathbf{H} \neq 0$.

Thus, this code can achieve the full diversity using the conditional PIC-SIC group decoding, since the two conditions in Theorem 3.2 are satisfied.

When $M=P-n_{t}+2$, the last group of information symbol indices is $\mathcal{I}_{M}=\left\{(M-1) n_{t}+1, \cdots, M n_{t}\right\}$ that has
$n_{t}$ symbols from the last layer in code $\mathbf{X}$. In this case, we have the following simplified result.

Property 4.3: For the STBC X in (19), if the received signal is decoded using the conditional PIC-SIC group decoding with the group ordering scheme $\mathcal{I}=\left\{\mathcal{I}_{1}, \mathcal{I}_{2}, \cdots, \mathcal{I}_{P-n_{t}+2}\right\}$, then the code $\mathbf{X}$ achieves the full diversity, when $M=P-n_{t}+2$, $\rho_{i}=1, i=1,2, \cdots, M-1$, and $\rho_{M}=\zeta_{n}$ with $n=n_{0} K$ and $n_{0}=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{u}^{r_{u}}$, where $p_{1}, \cdots, p_{u}$ are some prime factors of $K$, such that $n_{0} \geq n_{t}-M+3$ for $n_{t} \geq M$ or $n_{0} \geq 2$ for $n_{t}<M$.
Proof: Similar to the proof of Property 4.2, we can show that this code satisfies the second condition in Theorem 3.2. So we only need to prove that the codeword matrix,
$\mathbf{X}=\left[\begin{array}{ccccc}X_{1,1} & 0 & \cdots & 0 & \rho_{M} X_{M, n_{t}} \\ X_{2,1} & X_{1,2} & \ddots & \vdots & 0 \\ \vdots & X_{2,2} & \ddots & 0 & \vdots \\ X_{M-1,1} & \vdots & \ddots & X_{1, n_{t}-1} & 0 \\ \rho_{M} X_{M, 1} & X_{M-1,2} & \ddots & X_{2, n_{t}-1} & X_{1, n_{t}} \\ 0 & \rho_{M} X_{M, 2} & \ddots & \vdots & X_{2, n_{t}} \\ \vdots & \vdots & \ddots & X_{M-1, n_{t}-1} & \vdots \\ 0 & 0 & \cdots & \rho_{M} X_{M, n_{t}-1} & X_{M-1, n_{t}}\end{array}\right]$
(24)
has full rank with the information symbols $s_{i} \in \mathbb{Z}\left[\zeta_{l}\right]$, for $i=1,2, \cdots, M n_{t}$, where at least one of $s_{i}$ is not zero.

If $\mathbf{X}_{1}=\left[X_{1,1}, X_{1,2}, \cdots, X_{1, n_{t}}\right]^{T}=\mathbf{0}$, by the row permu-
tation, we can express the code $\mathbf{X}$ in (24) as follows:
$\mathbf{X}=\left[\begin{array}{ccccc}X_{2,1} & 0 & \cdots & 0 & 0 \\ \vdots & X_{2,2} & \ddots & \vdots & \vdots \\ X_{M-1,1} & \vdots & \ddots & 0 & 0 \\ \rho_{M} X_{M, 1} & X_{M-1,2} & \ddots & X_{2, n_{t}-1} & 0 \\ 0 & \rho_{M} X_{M, 2} & \ddots & \vdots & X_{2, n_{t}} \\ \vdots & \vdots & \ddots & X_{M-1, n_{t}-1} & \vdots \\ 0 & 0 & \ddots & \rho_{M} X_{M, n_{t}-1} & X_{M-1, n_{t}} \\ 0 & 0 & \cdots & 0 & \rho_{M} X_{M, n_{t}}\end{array}\right]$
(25)

Similarly to the code $C_{4,6,3}$ in [28], we can show that the code $\mathbf{X}$ in (25) has the full rank property.

Otherwise, when $\mathbf{X}_{1} \neq \mathbf{0}$, if $n_{t} \geq M$, consider the square matrix (26), in the next page, of the first $n_{t}$ rows of the code $\mathbf{X}$ in (24). The determinant of this square matrix is a nonzero polynomial of $\rho_{M}$ of the order no more than $n_{t}-M+2$ with the coefficients in $\mathbb{Q}\left(\zeta_{K}\right)$. By the definition of $n$, we have that $\mathbb{Q}\left(\zeta_{K}\right) \subset \mathbb{Q}\left(\zeta_{n}\right)$. The dimension of the vector space $\mathbb{Q}\left(\zeta_{n}\right)$ over the field $\mathbb{Q}\left(\zeta_{K}\right)$ is

$$
\left[\mathbb{Q}\left(\zeta_{n}\right): \mathbb{Q}\left(\zeta_{K}\right)\right]=\frac{\phi(n)}{\phi(K)}=n_{0} \geq n_{t}-M+3
$$

Thus, we have that the minimal polynomial of $\zeta_{n}$ over field $\mathbb{Q}\left(\zeta_{K}\right)$ is of the order $n_{0}$, which implies that the determinant of this square matrix does not equal to zero. Hence, the code $\mathbf{X}$ has the full rank property.

If $n_{t}<M$, the square matrix of the first $n_{t}$ rows of the code $\mathbf{X}$ in (24) can be expressed as

$$
\left[\begin{array}{ccccc}
X_{1,1} & 0 & \cdots & 0 & \rho_{M} X_{M, n_{t}}  \tag{27}\\
X_{2,1} & X_{1,2} & \ddots & \vdots & 0 \\
\vdots & X_{2,2} & \ddots & 0 & \vdots \\
X_{n_{t}-1,1} & \vdots & \ddots & X_{1, n_{t}-1} & 0 \\
X_{n_{t}, 1} & X_{n_{t}-1,2} & \cdots & X_{2, n_{t}-1} & X_{1, n_{t}}
\end{array}\right]
$$

The determinant of this square matrix is a nonzero polynomial of $\rho_{M}$ of the order at most 1 with the coefficients in $\mathbb{Q}\left(\zeta_{K}\right)$. Similarly, the square matrix has the full rank with $n_{0} \geq 2$.

Thus, we have proved that the code $\mathbf{X}$ in (24) has the full rank property. Therefore, this code can achieve the full diversity using the conditional PIC-SIC group decoding.

## V. Numerical Simulations

In this section, we present some simulation results for the cases of (i) two transmit and three receive antennas, and (ii) four transmit and four receive antennas. The channel is assumed quasi-static Rayleigh flat fading.

For Case (i), we compare our proposed code (17) with the code (called Guo-Xia code for convenience) in [26]. In Fig.1, the bandwidth efficiencies are $8 \mathrm{bits} / \mathrm{sec} / \mathrm{Hz}$ for all the codes. For Guo-Xia code, we use the PIC group decoding. For our proposed code, we use the conditional PIC group decoding. From Fig.1, it is easily observed that the new code offers better
performance than Guo-Xia code in [26], while its decoding complexity is higher. We also show the performances of the proposed code (17) with two different decoding methods: the conditional PIC group decoding with sphere decoding in the ML step marked by $\diamond$ and the conditional PIC group decoding with sphere decoding in both the ML step and the PIC group decoding step marked by + . These performances are similar to that of the conditional PIC group decoding.

For Case (ii), we compare our proposed code (19) with the parameters in Property 4.3 with $n_{0}=4$ and $K=16$ of symbol rate $8 / 3$, with the perfect code in [31] of symbol rate 4 , and with the code $C_{4,6,3}$ in [28] of symbol rate 2. In both Fig. 2 and Fig.3, the group ordering schemes of the conditional PIC-SIC group decoding are $\{\{1,2,3,4\},\{5,6,7,8\},\{9,10,11,12\},\{13,14,15,16\}\}$
for the proposed code and the perfect code and $\{\{1,2,3,4\},\{5,6,7,8\},\{9,10,11,12\}\}$ for the code $C_{4,6,3}$, respectively. In Fig.2, the code $C_{4,6,3}$ gives the best performance, mainly because it has a lower bandwidth efficiency than the proposed code. We can see that the perfect code cannot achieve the full diversity with the conditional PIC-SIC group decoding. Even with a higher bandwidth efficiency, the proposed code has a better performance than the perfect code with the same conditional PIC-SIC group decoding. We also show the performances of the proposed code using the conditional PIC group decoding with sphere decoding in the ML step marked by $\diamond$ and in both the ML decoding and the PIC group decoding steps marked by + . In Fig.3, the bandwidth efficiencies for all codes are 8 bits/s/Hz. The perfect code with the ML decoding has the best performance. However, without the full diversity, the perfect code with the conditional PIC-SIC group decoding performs worse than the proposed code at high SNRs. Comparing to the code $C_{4,6,3}$ with the ML decoding, the proposed code with the conditional PIC-SIC group decoding has a better performance. As a result, the proposed code will give a better performance than the code $C_{4,6,3}$ with the conditional PIC-SIC group decoding, while $C_{4,6,3}$ is proposed in [28] for the PIC-SIC group decoding that has a lower complexity than the conditional PIC-SIC group decoding proposed in this paper does.

## VI. Conclusion

In this paper, we proposed a conditional PIC group decoding whose complexity is between those of the PIC group decoding and the ML decoding. We then obtained a new STBC design criterion for full diversity achieving STBC with the conditional PIC group decoding, which is also between those of the PIC group decoding and the ML decoding. Finally, we proposed some new STBC designs that satisfy the new criterion and therefore achieve full diversity with the conditional PIC (or PIC-SIC) group decoding and in the meantime, have higher symbol rates than those designed for the PIC (or PIC-SIC) group decoding.
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$$
\left[\begin{array}{ccccccc}
X_{1,1} & 0 & \cdots & 0 & \cdots & 0 & \rho_{M} X_{M, n_{t}}  \tag{26}\\
X_{2,1} & X_{1,2} & \ddots & \vdots & \vdots & \vdots & 0 \\
\vdots & X_{2,2} & \ddots & 0 & \ddots & \vdots & \vdots \\
X_{M-1,1} & \vdots & \ddots & X_{1, n_{t}-M+1} & \ddots & \vdots & \vdots \\
\rho_{M} X_{M, 1} & X_{M-1,2} & \ddots & X_{2, n_{t}-M+1} & \ddots & \vdots & \vdots \\
0 & \rho_{M} X_{M, 2} & \ddots & \vdots & \ddots & 0 & \vdots \\
\vdots & \vdots & \ddots & X_{M-1, n_{t}-M+1} & \ddots & X_{1, n_{t}-1} & 0 \\
0 & 0 & \cdots & \rho_{M} X_{M, n_{t}-M+1} & \cdots & X_{2, n_{t}-1} & X_{1, n_{t}}
\end{array}\right]
$$

## conditional PIC group decoding.
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Fig. 1. Performance comparison of the new code and Guo-Xia code with bandwidth efficiency 8 bits $/ \mathrm{sec} / \mathrm{Hz}$, two transmit and three receive antennas


Fig. 2. Performance comparison of the proposed code (19), the perfect code, and the code $C_{4,6,3}$ using the conditional PIC-SIC group decoding with four transmit and four receive antennas


Fig. 3. Performance comparison of the proposed code (19), the perfect code, and the code $C_{4,6,3}$ with bandwidth efficiency 8 bits $/ \mathrm{sec} / \mathrm{Hz}$, four transmit and four receive antennas
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