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# Optimal Normalized Diversity Product of $2 \times 2$ Lattice-Based Diagonal Space-Time Codes From QAM Signal Constellations 
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#### Abstract

In this correspondence, we prove that the optimal normalized diversity product of $2 \times 2$ lattice-based diagonal space-time block codes with Gaussian integer (or QAM) signal constellations, i.e., $\mathbb{Z}[i]$, and any generating matrices of complex entries (not necessarily algebraic extensions of $\mathbb{Z}[\mathbf{i}]$ as commonly used) is $1 / \sqrt{3}$. This result implies that $2 \times 2$ lattice-based diagonal space-time block codes with Gaussian integer signal constellations and generating matrices of entries from quadratic algebraic extensions of $\mathbb{Z}[\mathbf{i}]$ have already reached the optimal normalized diversity product.


Index Terms-Algebraic extension, Gaussian integers, geometry of numbers, lattice-based space-time block codes, normalized diversity product.

## I. INTRODUCTION

Lattice-based diagonal space-time block codes (L-DSTBC) can be used in single-input-single-output (SISO) wireless systems to achieve signal space diversity, see for example [1]-[3] and can also be used in multiple-input-multiple-output (MIMO) wireless systems, see for example [4] and in the meantime they can be treated as the base of layered/threaded full-rate space-time codes [5]-[7], [10]. The basic idea of L-DSTBC is as follows. Let $n$ be the number of transmit antennas in MIMO systems or the block size in SISO systems. Let $s_{1}, \ldots, s_{n}$ be $n$ (complex) information symbols located on a two-dimensional real lattice $\mathcal{L}$ called base lattice, such as the Gaussian integer ring $\mathbb{Z}[\mathbf{i}]$ or the Eisenstein integer ring $\mathbb{Z}[\mathbf{j}]$. These $n$ information symbols are linearly transformed into another $n$ complex values $x_{1}, \ldots, x_{n}$ : $\left(x_{1}, \ldots, x_{n}\right)^{T}=G\left(s_{1}, \ldots, s_{n}\right)^{T}$ with an $n \times n$ complex entry matrix $G$ such that

$$
\begin{equation*}
\min _{\left(s_{1}, \ldots, s_{n}\right) \neq \mathbf{0}}\left|x_{1} \cdots x_{n}\right|>0 \tag{1}
\end{equation*}
$$

Then, these $n$ transformed complex values are put onto the diagonal to form an $n \times n$ L-DSTBC and the property (1) ensures that this L-DSTBC has full diversity. To construct a full diversity L-DSTBC as above depends on how to choose a base lattice $\mathcal{L}$ where information symbols are located and how to choose a linear transformation matrix $G$. Due to the existing algebraic number theory, there are many ways to construct such $G$ and $\mathcal{L}$ and they are based on algebraic extension approach, see for example [1]-[4], [8], [9]. Since there are many designs of $G$ and $\mathcal{L}$ for full diversity L-DSTBC, the question then is which one is optimal in the sense that which one has the smallest mean transmission signal power when its diversity product (or determinant distance) is fixed. By using the packing theory, the following normalized diversity product has been introduced in [9] to design an L-DSTBC:

$$
\begin{equation*}
\xi(G, \mathcal{L}) \triangleq \frac{\min _{\left(s_{1}, \ldots, s_{n}\right) \neq 0}\left|x_{1} \cdots x_{n}\right|}{|\operatorname{det}(G)| \cdot|\mathcal{L}|^{n / 2}} \tag{2}
\end{equation*}
$$

[^0]where $|\mathcal{L}|$ denotes the absolute value of the determinant of the $2 \times$ 2 generating matrix of the two-dimensional real base lattice $\mathcal{L}$. The rule to design an L-DSTBC is to design $G$ and $\mathcal{L}$ such that the above normalized diversity product $\xi(G, \mathcal{L})$ is as large as possible. When $G$ and $\mathcal{L}$ are over cyclotomic fields/rings, optimal L-DSTBC have been obtained in [9], [10].

In [11], it is shown that, when the base lattice $\mathcal{L}=\mathbb{Z}[\mathbf{i}]$, the Gaussian integer ring (or QAM, i.e., square lattice), and the entries of the $2 \times 2$ generating matrix $G$ are the roots of a quadratic polynomial over $\mathbb{Z}[\mathbf{i}]$, the largest normalized diversity product $\xi\left(G_{2}, \mathbb{Z}[\mathbf{i}]\right)$ of $2 \times 2$ L-DSTBC is $1 / \sqrt{3}$, and furthermore if the entries of the $2 \times 2$ generating matrix $G$ are arbitrary complex numbers, then the largest normalized diversity product $\xi(G, \mathbb{Z}[\mathbf{i}])$ of $2 \times 2$ L-DSTBC is upper bounded by $1 / \sqrt{2}$ and this upper bound is not reachable.

In [11], it is also shown that, when the base lattice $\mathcal{L}=\mathbb{Z}[\mathbf{j}]$, the Eisenstein integer ring (or equal-literal triangular lattice), and the entries of the $2 \times 2$ generating matrix $G$ are the roots of a quadratic polynomial over $\mathbb{Z}[\mathbf{j}]$, the largest normalized diversity product $\xi\left(G_{2}, \mathbb{Z}[\mathbf{j}]\right)$ is $2 /\left(13^{1 / 4} \sqrt{3}\right)$.
In this correspondence, we show that the largest normalized diversity product $\xi(G, \mathbb{Z}[\mathbf{i}])$ of $2 \times 2$ L-DSTBC when the entries of $2 \times 2$ generating matrix $G$ are general complex numbers (not necessarily algebraic extensions) is also upper bounded by $1 / \sqrt{3}$. This implies that $2 \times 2$ L-DSTBC, when base lattice $\mathcal{L}=\mathbb{Z}[\mathbf{i}]$ and entries of generating matrix $G$ are quadratic algebraic extensions of $\mathbb{Z}[\mathbf{i}]$, can already reach the optimal normalized diversity product among all possible $2 \times 2$ generating matrices $G$ of any complex entries. This result also shows that the L-DSTBC obtained in [9]
$D_{2,2}=\left\{\left(\begin{array}{cc}s_{1}+\exp (\mathbf{i} \pi / 6) s_{2} & 0 \\ 0 & s_{1}+\exp (\mathbf{i} 5 \pi / 6) s_{2}\end{array}\right): s_{1}, s_{2} \in \mathbb{Z}[\mathbf{i}]\right\}$ has the optimal normalized diversity $1 / \sqrt{3}$ as long as the information symbols $s_{1}$ and $s_{2}$ are from a QAM constellation, i.e., $\mathbb{Z}[\mathbf{i}]$. In this code $D_{2,2}$, the $2 \times 2$ generating matrix $G_{2}$ is

$$
G_{2}=\left(\begin{array}{cc}
1 & \exp (\mathbf{i} \pi / 6) \\
1 & \exp (\mathbf{i} 5 \pi / 6)
\end{array}\right)
$$

and $\exp (\mathbf{i} \pi / 6)$ and $\exp (\mathbf{i} 5 \pi / 6)$ are the two roots of quadratic polynomial $x^{2}-\mathbf{i} x-1$.

## II. New Upper Bound of Normalized Diversity Product of $2 \times 2$ L-DSTBC

In what follows, we always consider $\mathbb{Z}[\mathbf{i}]$ as the base lattice, i.e., $\mathcal{L}=\mathbb{Z}[\mathbf{i}]$, where $\mathbf{i}=\sqrt{-1}$. Thus, $|\mathcal{L}|=1$. We only consider $2 \times 2$ L-DSTBC, i.e., $n=2$. For notational convenience, a $2 \times 2$ generating matrix $G$ is denoted as

$$
G=\left(\begin{array}{ll}
a & b  \tag{4}\\
c & d
\end{array}\right)
$$

where $a, b, c, d$ are complex numbers and $\operatorname{det}(G)=a d-b c \neq 0$. We are interested in the following L-DSTBC generated from $G$ :

$$
\mathcal{C}(a, b, c, d) \triangleq\left(\begin{array}{cc}
a x+b y & 0  \tag{5}\\
0 & c x+d y
\end{array}\right), x, y \in \mathbb{Z}[\mathbf{i}] .
$$

Its normalized diversity product becomes

$$
\begin{equation*}
\xi(a, b, c, d) \triangleq \xi(G, \mathbb{Z}[\mathbf{i}])=\frac{d_{\min }(a, b, c, d)}{|a d-b c|} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{\min }(a, b, c, d) \triangleq \min _{x, y \in \mathbb{Z}[\mathbf{i}],(x, y) \neq(0,0)}|a x+b y| \cdot|c x+d y| \tag{7}
\end{equation*}
$$

The main result is as follows.


Since $d_{0}$ is the minimum among all the above product forms, we have $|p| \leq 1$. Hence, $|p|=1$.

Since $p_{0}$ and $q_{0}$ are coprime over $\mathbb{Z}[\mathbf{i}]$, by a basic result, see for example pg. 13 in [12], there are Gaussian integers $p_{1}$ and $q_{1}$ such that the following matrix:

$$
T_{1}=\left(\begin{array}{cc}
p_{0} & p_{1} \\
q_{0} & q_{1}
\end{array}\right)
$$

is an unimodular matrix over $\mathbb{Z}[\mathbf{i}]$. Using the following transformation

$$
\begin{equation*}
\binom{x}{y}=T_{1}\binom{x^{\prime}}{y^{\prime}} \tag{12}
\end{equation*}
$$

a code $\mathcal{C}(a, b, c, d)$ can be changed into code $\mathcal{C}\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\right)$, where

$$
\begin{array}{ll}
a^{\prime}=a p_{0}+b q_{0} ; & b^{\prime}=a p_{1}+b q_{1} \\
c^{\prime}=c p_{0}+d q_{0} ; & d^{\prime}=c p_{1}+d q_{1}
\end{array}
$$

Since $T_{1}$ is unimodular, by Lemma 2, the new code $\mathcal{C}\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\right)$ is equivalent to the old one in terms of the normalized diversity product. Noticing that $\left|a^{\prime} c^{\prime}\right|=\left|\left(a p_{0}+b q_{0}\right)\left(c p_{0}+d q_{0}\right)\right|=d_{0}$, we know that in this new code, point $(x, y)=(1,0)$ achieves the minimum.

Since $\left|a^{\prime} c^{\prime}\right|=d_{0} \neq 0$, we set

$$
\lambda_{1} \triangleq \frac{1}{a^{\prime}}=\frac{1}{a p_{0}+b q_{0}}, \quad \lambda_{2} \triangleq \frac{1}{c^{\prime}}=\frac{1}{c p_{0}+d q_{0}}
$$

By Lemma 1 , code $\mathcal{C}\left(\lambda_{1} a^{\prime}, \lambda_{1} b^{\prime}, \lambda_{2} c^{\prime}, \lambda_{2} d^{\prime}\right)$ and code $\mathcal{C}\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\right)$ have the same normalized diversity product while $\mathcal{C}\left(\lambda_{1} a^{\prime}, \lambda_{1} b^{\prime}, \lambda_{2} c^{\prime}, \lambda_{2} d^{\prime}\right)$ has the following form:

$$
\mathcal{C}\left(1, t_{1}, 1, t_{2}\right)=\left(\begin{array}{cc}
x+t_{1} y & 0  \tag{13}\\
0 & x+t_{2} y
\end{array}\right)
$$

where $t_{1}$ and $t_{2}$ are complex numbers. Furthermore

$$
\begin{equation*}
\min _{(x, y) \neq(0,0), x, y \in \mathbb{Z}[\mathbf{i}]}\left|x+t_{1} y\right|\left|x+t_{2} y\right|=1 . \tag{14}
\end{equation*}
$$

In the following, we always assume that a code, i.e., $\mathcal{C}(a, b, c, d)=$ $\mathcal{C}\left(1, t_{1}, 1, t_{2}\right)$, has the properties (13) and (14) without loss of generality. Note that the determinant absolute value of the $2 \times 2$ generating matrix $G$ of this code is $\left|t_{1}-t_{2}\right|$ and therefore the normalized diversity product is $1 /\left|t_{1}-t_{2}\right|$. Then, we can change the optimization problem $\mathcal{P}$ into the following equivalent one denoted by $\mathcal{P}_{1}$ :

To find the minimum of $\left|t_{1}-t_{2}\right|$ among all nonzero complex numbers $t_{1}$ and $t_{2}$, subject to

$$
\begin{equation*}
\left|x+t_{1} y\right|\left|x+t_{2} y\right| \geq 1 \tag{15}
\end{equation*}
$$

for all $(x, y) \neq(0,0)$ and $x, y \in \mathbb{Z}[\mathbf{i}]$.
In the following, we prove that the minimum of the above optimization problem $\mathcal{P}_{1}$ is greater than or equal to $\sqrt{3}$, which then implies Theorem 1. Before going to the proof, we need the following lemma.

Lemma 3: Let $\mathbb{P}$ be a convex quadrangle on the plane with four vertices $\mathbf{P}_{1}, \mathbf{P}_{2}, \mathbf{P}_{3}, \mathbf{P}_{4}$ as shown in Fig. 1, where convex means that the set of the points inside $\mathbb{P}$ is a convex set. Let $p_{i}$ be the angle corresponding to the vertex $\mathbf{P}_{i}$ for $i=1,2,3,4$, as shown in Fig. 1. Denote the length of the segment from $\mathbf{P}_{i}$ to $\mathbf{P}_{\mathbf{j}}$ as $l_{i j}$, where $1 \leq i, j \leq 4$. If $l_{13}=1, l_{12} l_{14} \geq 1$ and $l_{32} l_{34} \geq 1$, then $l_{24} \geq \sqrt{3}$.

This lemma is about some basic plane geometry. Its proof is in Appendix.

Assume that $k \in \mathbb{Z}[\mathbf{i}]$. Then, the following transformation to the information symbols $x$ and $y$

$$
\left(\begin{array}{cc}
1 & -k \\
0 & 1
\end{array}\right)
$$



Fig. 1. Quadrangle 1.
does not change the normalized diversity product according to Lemma 2 , since the transformation is unimodular. By absorbing this matrix into $G$, it maintains the properties (13) and (14) while parameters $\left(t_{1}, t_{2}\right)$ are changed into $\left(t_{1}-k, t_{2}-k\right)$, which does not change the above optimization problem $\mathcal{P}_{1}$. Therefore, if we take $k \in \mathbb{Z}[\mathbf{i}]$ such that it is the nearest point to $t^{\prime}$ from the left-below side of the complex plane, where $t^{\prime}=t_{1}$ if $\operatorname{Re}\left(t_{1}\right)>\operatorname{Re}\left(t_{2}\right)$ and $\left|\operatorname{Re}\left(t_{1}-t_{2}\right)\right|>1$, or $t^{\prime}=t_{2}$ if $\operatorname{Re}\left(t_{2}\right)>\operatorname{Re}\left(t_{1}\right)$ and $\left|\operatorname{Re}\left(t_{1}-t_{2}\right)\right|>1$; when $\left|\operatorname{Re}\left(t_{1}-t_{2}\right)\right| \leq 1$, we let $t^{\prime} \in\left\{t_{1}, t_{2}\right\}$ such that it has the greater imaginary part. Thus, we have $0 \leq \operatorname{Re}\left(t^{\prime}-k\right) \leq 1$ and $0 \leq \operatorname{Im}\left(t^{\prime}-k\right) \leq 1$. In what follows, without loss of generality, we assume $t^{\prime}=t_{1}$. If we use the polar coordinate to denote $t_{1}$ and $t_{2}$ as

$$
t_{1}=r_{1} \exp (\mathbf{i} \alpha) \text { and } t_{2}=r_{2} \exp (\mathbf{i} \beta)
$$

then, we can assume

$$
0 \leq r_{1} \cos (\alpha) \leq 1, \quad 0 \leq r_{1} \sin (\alpha) \leq 1 \quad \text { and } \quad 0 \leq \alpha \leq \pi / 2
$$

For $\beta$, by the above selection of $t^{\prime}$ and the fact $\left|t_{1}-t_{2}\right| \geq \sqrt{2}$ that comes from the result $\max _{a, b, c, d \in \mathbb{C}} \xi(a, b, c, d)<1 / \sqrt{2}$ obtained in [11], we have $-\pi \leq \beta \leq 0$ or $\pi / 2 \leq \beta \leq \pi$. If $\pi / 2 \leq \beta \leq \pi$, we consider $\left(t_{1}^{\prime}, t_{2}^{\prime}\right) \triangleq\left(-\mathbf{i} t_{2},-\mathbf{i} t_{1}\right)$. Clearly, the code using the numbers ( $t_{1}^{\prime}, t_{2}^{\prime}$ ) has the same normalized diversity product as the one using $\left(t_{1}, t_{2}\right)$, but the angle of $t_{2}^{\prime}$ is in the interval $[-\pi / 2,0]$ and the angle of $t_{1}^{\prime}$ is in the interval $[0, \pi / 2]$. Therefore, we can assume $-\pi \leq \beta \leq 0$. In summary, in the following, we always assume:

$$
0 \leq r_{1} \cos (\alpha) \leq 1, \quad 0 \leq r_{1} \sin (\alpha) \leq 1
$$

and

$$
\begin{equation*}
0 \leq \alpha \leq \pi / 2,-\pi \leq \beta \leq 0 . \tag{16}
\end{equation*}
$$

In condition (15), if we let $(x, y)=(0,1)$, we obtain $\left|t_{1}\right|\left|t_{2}\right| \geq 1$ and if we let $(x, y)=(1,-1)$, we obtain $\left|1-t_{1}\right|\left|1-t_{2}\right| \geq 1$. Therefore

$$
\begin{equation*}
r_{1} r_{2} \geq 1 \quad \text { and } \quad\left|1-r_{1} \exp (\mathbf{i} \alpha) \| 1-r_{2} \exp (\mathbf{i} \beta)\right| \geq 1 \tag{17}
\end{equation*}
$$

Define

$$
\begin{aligned}
f\left(t_{1}, t_{2}\right) & \triangleq\left|t_{1}-t_{2}\right|^{2}=\left|r_{1} \exp (\mathbf{i} \alpha)-r_{2} \exp (\mathbf{i} \beta)\right|^{2} \\
& =r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \cos (\alpha-\beta) .
\end{aligned}
$$

We next prove that the minimum of the above function $f$ is greater than or equal to 3 under condition (15). Let us assume that there are two points $t_{1}$ and $t_{2}$ such that $f\left(t_{1}, t_{2}\right)<3$, and we will derive a contradiction.

Since $f\left(t_{1}, t_{2}\right)<3$, i.e., $r_{1}^{2}+r_{2}^{2}-2 r_{1} r_{2} \cos (\alpha-\beta)<3$, we have

$$
\begin{aligned}
3>2 r_{1} r_{2}-2 r_{1} r_{2} & \cos (\alpha-\beta) \\
& =2 r_{1} r_{2}(1-\cos (\alpha-\beta)) \geq 2(1-\cos (\alpha-\beta))
\end{aligned}
$$

Therefore, $\cos (\alpha-\beta)>-1 / 2$, i.e., $\alpha-\beta<120^{\circ}$ or $\alpha-\beta>240^{\circ}$.


Fig. 2. Quadrangle 2.


Fig. 3. Quadrangle 3.


Fig. 4. Quadrangle 4.

Similarly, if we denote the angle from vector $t_{1}-q_{1}$ to vector $t_{2}-q_{1}$ on the complex plane according to the inverse clock-wise direction by $\gamma$ as shown in Figs. 2-4, where $q_{1}=1$, then, by using triangle $\Delta t_{1} q_{1} t_{2}$ on the complex plane, we have

$$
\begin{aligned}
& \left|t_{1}-q_{1}\right|^{2}+\left|t_{2}-q_{1}\right|^{2}-2\left|t_{1}-q_{1}\right| \cdot\left|t_{2}-q_{1}\right| \cos (\gamma) \\
& =\left|t_{1}-t_{2}\right|^{2}<3
\end{aligned}
$$

Hence, $2\left|t_{1}-q_{1}\right| \cdot\left|t_{2}-q_{1}\right|(1-\cos (\gamma))<3$. Noticing that $\left|t_{1}-q_{1}\right|=$ $\left|r_{1} \exp (\mathbf{i} \alpha)-1\right|$ and $\left|t_{2}-q_{1}\right|=\left|r_{2} \exp (\mathbf{i} \beta)-1\right|$ and by condition (17), we also have $\cos (\gamma)>-1 / 2$, and therefore, $\gamma<120^{\circ}$ or $\gamma>240^{\circ}$.
Consider the case when $0 \leq \alpha-\beta<120^{\circ}$ and $0 \leq \gamma<$ $120^{\circ}$. In this case, because point $t_{1}$ is above the $X$-axis and point $t_{2}$ is below the $X$-axis, four complex numbers (or points) $0, t_{1}, q_{1}, t_{2}$ form a convex quadrangle (see Fig. 2) on the complex plane. Furthermore, in this quadrangle, the product of the lengthes of two segments from 0 to $t_{1}$ and from 0 to $t_{2}$ is $r_{1} r_{2}$, which is greater than or equal to 1 ; and the product of two segments from $q_{1}$ to $t_{1}$ and from $q_{1}$ to $t_{2}$ is $\left|\left(1-t_{1}\right)\left(1-t_{2}\right)\right|$, which is also greater than or equal to 1 from (17). Thus, by Lemma 3, the length of the segment from $t_{1}$ to $t_{2}$ is greater than or equal to $\sqrt{3}$, i.e., $\left|t_{1}-t_{2}\right| \geq \sqrt{3}$, which contradicts with the assumption $f\left(t_{1}, t_{2}\right)<3$.

Consider the case when $0 \leq \alpha-\beta<120^{\circ}$ and $\gamma>240^{\circ}$. Because $-\pi \leq \beta \leq 0^{0}$, point $t_{2}$ on the complex plane is below the $X$-axis. On the other hand, by condition (16), point $t_{1}$ on the complex plane is on the left side of the line $X=1$. Thus, in this case, four points $q_{1}, t_{1}, q_{2}, t_{2}$ on the complex plane form a convex quadrangle (see Fig. 3), where $q_{2}=1+\mathbf{i}$. Let $(x, y)=(1+\mathbf{i},-1)$ in (15), we get $\left|q_{2}-t_{1}\right| \cdot\left|q_{2}-t_{2}\right| \geq 1$. Thus, combining conditions $\left|q_{1}-t_{1}\right| \cdot\left|q_{1}-t_{2}\right| \geq 1$ and $\left|q_{1}-q_{2}\right|=1$, again by Lemma 3,
we also have $\left|t_{1}-t_{2}\right| \geq \sqrt{3}$, which contradicts with the assumption $f\left(t_{1}, t_{2}\right)<3$.

Consider the case when $\alpha-\beta>240^{\circ}$ and $0^{\circ} \leq \gamma<120^{\circ}$. Because point $t_{2}$ on the complex plane is below the $X$-axis and point $t_{1}$ is on the right side of the $Y$-axis, four points $0, t_{1}, q_{3}, t_{2}$ form a convex quadrangle (see Fig. 4), where $q_{3}=\mathbf{i}$. Let $(x, y)=(\mathbf{i},-1)$ in (15), we get $\left|q_{3}-t_{1}\right| \cdot\left|q_{3}-t_{2}\right| \geq 1$. Thus, by Lemma 3, we also have the contradiction.

The last case is when $240^{\circ} \leq \alpha-\beta<270^{\circ}$ and $240^{\circ} \leq \gamma$, which is impossible because $\alpha-\beta+\gamma \geq 480^{\circ}>360^{\circ}$.

Summarizing the above cases, we have proved the theorem. q.e.d.

## III. CONCLUSION

In this correspondence, we have proved that $1 / \sqrt{3}$ is the optimal normalized diversity product of lattice based $2 \times 2$ diagonal space time block codes (L-DSTBC) with generating matrices of complex entries and information symbols in $\mathbb{Z}[\mathbf{i}]$, i.e., a QAM constellation. This result implies that for Gaussian integer information symbols, i.e., QAM signal constellations, the optimal normalized diversity product of $2 \times 2$ L-DSTBC can be reached when their generating matrices are over quadratic algebraic extensions of Gaussian integers.

## APPENDIX <br> Proof of Lemma 3

We use the notations given in Fig. 1. Assume that $l_{24}<\sqrt{3}$. We will get a contradiction. Before we go to the proof, we cite a fact from a book [14, p. 66]:

Lemma 4: For any four points $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$, the following identity holds:

$$
\begin{aligned}
|\mathbf{A C}|^{2} \cdot|\mathbf{B D}|^{2} & =|\mathbf{A B}|^{2} \cdot|\mathbf{C D}|^{2}+|\mathbf{A D}|^{2} \cdot|\mathbf{B C}|^{2} \\
& -2|\mathbf{A B}| \cdot|\mathbf{B C}| \cdot|\mathbf{C D}| \cdot|\mathbf{D A}| \cdot \cos (\angle A B C+\angle C D A)
\end{aligned}
$$

Applying this lemma to four points $\mathbf{P}_{1}, \mathbf{P}_{2}, \mathbf{P}_{3}, \mathbf{P}_{4}$, we get

$$
\cos \left(p_{2}+p_{4}\right)=\frac{l_{12}^{2} l_{34}^{2}+l_{14}^{2} l_{23}^{2}-l_{13}^{2} l_{24}^{2}}{2 l_{12} l_{23} l_{34} l_{41}}
$$

Because $l_{13}=1, l_{12} l_{14} \geq 1$ and $l_{23} l_{34} \geq 1, l_{24}<\sqrt{3}$, we have

$$
\begin{aligned}
\cos \left(p_{2}+p_{4}\right) & >\frac{2 l_{12} l_{23} l_{34} l_{41}-3}{2 l_{12} l_{23} l_{34} l_{41}}=1-\frac{3}{2 l_{12} l_{23} l_{34} l_{41}} \\
& \geq 1-\frac{3}{2}=-\frac{1}{2}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
p_{2}+p_{4}<120^{\circ} \quad \text { or } \quad p_{2}+p_{4}>240^{\circ} \tag{18}
\end{equation*}
$$

Because $p_{1}+p_{3}=360^{\circ}-\left(p_{2}+p_{4}\right)$, we also have

$$
\begin{equation*}
p_{1}+p_{3}>240^{\circ} \quad \text { or } \quad p_{1}+p_{3}<120^{\circ} \tag{19}
\end{equation*}
$$

On the other hand, on the triangle $\Delta \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{P}_{4}$, because $l_{24}^{2}=l_{12}^{2}+$ $l_{14}^{2}-2 l_{12} l_{14} \cos \left(p_{1}\right)<3$, i.e.

$$
\begin{aligned}
\cos \left(p_{1}\right) & >\frac{l_{12}^{2}+l_{14}^{2}-3}{2 l_{12} l_{14}} \geq \frac{2 l_{12} l_{14}-3}{2 l_{12} l_{14}} \\
& \geq 1-\frac{3}{2 l_{12} l_{14}} \geq 1-\frac{3}{2}=-\frac{1}{2}
\end{aligned}
$$

where the last inequality is from the assumption $l_{12} l_{14} \geq 1$. Therefore, $p_{1}<120^{\circ}$ or $p_{1}>240^{\circ}$. Because $\mathbb{P}$ is convex, we have $p_{1}<120^{\circ}$. Similarly, using triangle $\Delta \mathbf{P}_{3} \mathbf{P}_{2} \mathbf{P}_{4}$, we also have $p_{3}<120^{\circ}$. Thus, from (18) and (19), we obtain

$$
\begin{equation*}
p_{1}+p_{3}<120^{\circ} \quad \text { and } \quad p_{2}+p_{4}>240^{\circ} \tag{20}
\end{equation*}
$$

From $p_{1}+p_{3}<120^{\circ}$, we know that $p_{1}<60^{\circ}$ or $p_{3}<60^{\circ}$. Without loss of generality, we can assume

$$
\begin{equation*}
p_{1}<60^{\circ} \tag{21}
\end{equation*}
$$

Also from $p_{2}+p_{4}>240^{\circ}$, we know that $p_{2}>120^{\circ}$ or $p_{4}>120^{\circ}$. Without loss of generality, we can also assume

$$
\begin{equation*}
p_{2}>120^{\circ} \tag{22}
\end{equation*}
$$

From the convexity of quadrangle $\mathbb{P}$, we have $p_{2} \leq 180^{\circ}$. Hence, $\cos \left(p_{2}\right)<-1 / 2$. Therefore, on the triangle $\Delta \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{P}_{3}$

$$
1=l_{13}^{2}=l_{12}^{2}+l_{32}^{2}-2 l_{12} l_{32} \cos \left(p_{2}\right)>l_{12}^{2}+l_{32}^{2}
$$

The above inequality implies $l_{12}<1$ and $l_{32}<1$. By conditions $l_{12} l_{14} \geq 1$ and $l_{32} l_{34} \geq 1$, we have

$$
l_{14}>1, \quad \text { and } \quad l_{34}>1
$$

Thus $l_{14} l_{34}>1$.
On the triangle $\Delta \mathbf{P}_{1} \mathbf{P}_{4} \mathbf{P}_{3}$, we have $1=l_{13}^{2}=l_{14}^{2}+l_{34}^{2}-$ $2 l_{14} l_{34} \cos \left(p_{4}\right)$. So,

$$
\begin{align*}
\cos \left(p_{4}\right) & =\frac{l_{14}^{2}+l_{34}^{2}-1}{2 l_{14} l_{34}} \geq \frac{2 l_{14} l_{34}-1}{2 l_{14} l_{34}} \\
& \geq 1-\frac{1}{2 l_{14} l_{34}}>1-\frac{1}{2}=\frac{1}{2} \tag{23}
\end{align*}
$$

which implies $p_{4}<60^{\circ}$. Thus, from (20), we have $p_{2}>240^{\circ}-p_{4}>$ $240^{\circ}-60^{\circ}=180^{\circ}$, which contradicts with the fact that quadrangle $P$ is convex. We have thus proved the lemma.
q.e.d.
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# Maximum Entropy for Sums of Symmetric and Bounded Random Variables: A Short Derivation 

Yaming Yu


#### Abstract

Let $X_{1}, \ldots, X_{n}$ be $n$ independent, symmetric, random variables on the interval $[-1,1]$. Ordentlich (2006) showed that the differential entropy of $S_{n}=\sum_{i=1}^{n} X_{i}$ is maximized when $X_{i}, i=1, \ldots, n-1$ are symmetric Bernoulli random variables and $X_{n}$ is uniform $(-1,1)$. We give a short derivation of this result via an alternative proof of a key lemma of Ordentlich (2006).


## Index Terms-Differential entropy, maximum entropy.

## I. InTroduction

Given $n$ independent, symmetric, random variables $X_{1}, \ldots, X_{n}$ on the interval $[-1,1]$, Ordentlich (2006) has the following result.

Theorem 1.1: Let $Z_{1}, \ldots, Z_{n-1}$ be independent and identically distributed (i.i.d.) random variables taking on 1 and -1 with equal probability. Let $U$ be independent of $Z_{1}, \ldots, Z_{n-1}$ and uniformly distributed on $[-1,1]$. Then

$$
h\left(\sum_{i=1}^{n} X_{i}\right) \leq h\left(U+\sum_{i=1}^{n-1} Z_{i}\right)
$$

where $h(S)=-\int_{-\infty}^{\infty} f(s) \log _{2} f(s) d s$ is the differential entropy for a continuous random variable $S$ with density $f(s)$.

In other words, the entropy of $\sum_{i=1}^{n} X_{i}$ is maximized when $X_{1}, \ldots, X_{n-1}$ are symmetric Bernoulli random variables and $X_{n}$ is uniform $(-1,1)$. For the information-theoretic background on this problem, see Ordentlich [1].

Theorem 1.1 is a consequence of the following key lemma.
Lemma 1.1: If $Z_{1}, \ldots, Z_{n}$ are i.i.d. Bernoulli random variables taking on values 1 and -1 with equal probability, and if constants $a_{1}, \ldots, a_{n}$ satisfy $0 \leq a_{i} \leq 1$, then

$$
\begin{align*}
\operatorname{Pr}\left(\sum_{i=1}^{n} Z_{i} a_{i} \in[-n+\right. & 2 j, n-2 j]) \\
\geq & \operatorname{Pr}\left(\sum_{i=1}^{n-1} Z_{i} \in[-n+2 j, n-2 j]\right) \tag{1}
\end{align*}
$$

where $j$ is any integer such that $n-2 j>0$.
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