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In [1], equations (3) and (4) are not accurate. We need to perform the time reversal operation from the $m$-th to the $\left(L_{s}+\right.$ $m-1$ )-th samples, where $m$ is the maximum tap after sampling which is defined as $\max _{i, l}\left\{\tau_{l, S R_{i}}\right\} F_{s}, F_{s}$ is the sampling rate and $L_{s}=N+\ell_{c p}$. We rewrite equations (3) and (4) as follows:

$$
\begin{align*}
& \overline{\mathbf{Y}}_{i 1}=\sqrt{P_{1}}\left(\overline{\mathbf{X}}_{1} * h_{S R_{i}}\right)_{L_{s}}+\overline{\mathbf{n}}_{i 1},  \tag{3}\\
& \overline{\mathbf{Y}}_{i 2}=\sqrt{P_{1}}\left(\overline{\mathbf{X}}_{2} * h_{S R_{i}}\right)_{L_{s}}+\overline{\mathbf{n}}_{i 2} \tag{4}
\end{align*}
$$

where $\left(\overline{\mathbf{X}}_{1} * h_{S R_{i}}\right)_{L_{s}}$ denotes the $L_{s}$ samples from the $m$ th to the $\left(L_{s}+m-1\right)$-th samples in the linear convolution $\overline{\mathbf{X}}_{1} * h_{S R_{i}}$, and $\left(\overline{\mathbf{X}}_{2} * h_{S R_{i}}\right)_{L_{s}}$ is similarly defined. The reason for this change is because the signals in the above equations (3) and (4) are the signals the relay nodes can receive due to the time dispersion from the source to the relay nodes.

We also rewrite the appendix in the following.

## ApPENDIX

## Proof of The Claim

In the proof of the claim in the appendix on page 2223 in [1], the time reversal operator $\zeta(\cdot)$ should not directly act on the linear convolution $h * \overline{\mathbf{x}}$ and rather should act on its $L_{s}$ samples from the $m$-th to the $\left(L_{s}+m-1\right)$-th samples, i.e., should act on $(h * \overline{\mathbf{x}})_{L_{s}}$. Thus, the correct proof of the claim is as follows.

Denote three vectors $h=\left[h_{1}, h_{2}, \ldots, h_{m}\right]^{T}, \mathbf{x}=$ $\left[x_{1}, \ldots, x_{N}\right]^{T}$, and $\overline{\mathbf{x}}=\left[x_{N-\left(\ell_{c p}-1\right)}, \ldots, x_{N}, x_{1}, \ldots, x_{N}\right]^{T}, m<$ $\ell_{c p}<N$. From the definition of linear convolution, we write $(h * \overline{\mathbf{x}})_{L_{s}}$ as follows:
$\left[\begin{array}{cccc}x_{N-\left(\ell_{c p}-m\right)} & x_{N-\left(\ell_{c p}-(m-1)\right)} & \cdots & x_{N-\left(\ell_{c p}-1\right)} \\ \vdots & \vdots & \ddots & \vdots \\ x_{N} & \vdots & \ddots & \vdots \\ x_{1} & x_{N} & \ddots & \vdots \\ \vdots & x_{1} & \ddots & x_{N} \\ x_{N} & \vdots & \ddots & x_{1} \\ 0 & x_{N} & \ddots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & x_{N}\end{array}\right]\left[\begin{array}{c}h_{1} \\ h_{2} \\ \vdots \\ h_{m}\end{array}\right]$
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where the matrix on the right hand side has size $L_{s} \times m$. Then we can write $\mathbf{S}=\zeta\left((h * \overline{\mathbf{x}})_{L_{s}}\right)$ as
$\left[\begin{array}{cccc}x_{N-\left(\ell_{c p}-m\right)} & x_{N-\left(\ell_{c p}-(m-1)\right)} & \ldots & x_{N-\left(\ell_{c p}-1\right)} \\ 0 & \vdots & \ddots & x_{N} \\ \vdots & 0 & \ddots & \vdots \\ 0 & x_{N} & \ddots & \vdots \\ x_{N} & \vdots & \ddots & x_{1} \\ \vdots & x_{1} & \ddots & x_{N} \\ x_{1} & x_{N} & \ddots & \vdots \\ x_{N} & \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ x_{N-\left(\ell_{c p}-(m+1)\right)} & x_{N-\left(\ell_{c p}-m\right)} & \ldots & x_{N-\left(\ell_{c p}-2\right)}\end{array}\right]\left[\begin{array}{c}h_{1} \\ h_{2} \\ \vdots \\ h_{m}\end{array}\right]$

In the following we will perform the two steps of CP removal on $\zeta\left((h * \overline{\mathbf{x}})_{L_{s}}\right)$. The first step is equivalent to remove the first $\ell_{c p}$ rows of the $L_{s} \times m$ matrix above to construct an $N \times m$ sub-matrix $\mathbf{S}_{\text {step } 1}$, which can be written as

where the matrix above has size $N \times m$.
The second step is equivalent to shift the bottom $\ell_{c p}-(m-$ 1) rows of the above $N \times m$ matrix to the top, $\mathbf{S}_{\text {step } 2}$ can be
written as

$$
\left[\begin{array}{cccc}
x_{1} & x_{N} & \ldots & x_{N-(m-2)} \\
x_{N} & \vdots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
x_{N-\left(\ell_{c p}-(m+1)\right)} & x_{N-\left(\ell_{c p}-m\right)} & \ddots & x_{1} \\
x_{N-\left(\ell_{c p}-m\right)} & x_{N-\left(\ell_{c p}-(m-1)\right)} & \ddots & x_{N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{2} & x_{1} & \ldots & x_{N-(m-3)}
\end{array}\right]\left[\begin{array}{c}
h_{1} \\
h_{2} \\
\vdots \\
h_{m}
\end{array}\right] .
$$

Denote an $N \times 1$ vector $h^{\prime}=\left[h_{1}, h_{2}, \ldots, h_{m}, 0, \ldots, 0\right]^{T}$. From the definition of circular convolution, $\mathbf{S}_{\text {circ }}=\zeta\left(h^{\prime}\right) \circledast$ $\zeta(\mathbf{x})$ can be written as

$$
\mathbf{S}_{\text {circ }}=\left[\begin{array}{cccc}
x_{1} & x_{2} & \ldots & x_{N} \\
x_{N} & x_{1} & \ldots & x_{N-1} \\
\vdots & x_{N} & \ddots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
x_{2} & x_{3} & \ldots & x_{1}
\end{array}\right]\left[\begin{array}{c}
h_{1} \\
0 \\
\vdots \\
0 \\
h_{m} \\
\vdots \\
h_{2}
\end{array}\right]
$$

It is not difficult to check that $\mathbf{S}_{\text {circ }}=\mathbf{S}_{\text {step } 2}$, which implies the claim, i.e., $\zeta\left(h^{\prime}\right) \circledast \zeta(\mathbf{x})$ can be obtained after Step 2.
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