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A Robust Generalized Chinese Remainder Theorem
for Two Integers

Xiaoping Li, Xiang-Gen Xia, Fellow, IEEE, Wenjie Wang, Member, IEEE, and Wei Wang

Abstract— A generalized Chinese remainder theorem (CRT)
for multiple integers from residue sets has been studied recently,
where the correspondence between the remainders and the
integers in each residue set modulo several moduli is not known.
A robust CRT has also been proposed lately to robustly recon-
struct a single integer from its erroneous remainders. In this
paper, we consider the reconstruction problem of two integers
from their residue sets, where the remainders not only are out
of order but also may have errors. We prove that two integers
can be robustly reconstructed if their remainder errors are less
than M/8, where M is the greatest common divisor of all the
moduli. We also propose an efficient reconstruction algorithm.
Finally, we present some simulations to verify the efficiency of
the proposed algorithm. This paper is motivated from and has
applications in the determination of multiple frequencies from
multiple undersampled waveforms.

Index Terms— Chinese remainder theorem (CRT), robust CRT,
dynamic range, residue sets, remainder errors, frequency deter-
mination from undersampled waveforms.

I. INTRODUCTION

THE traditional Chinese remainder theorem (CRT) is to
reconstruct a single nonnegative integer from its remain-

ders modulo several smaller positive integers (called moduli)
and it has tremendous applications in various areas [1]–[4].
There are various generalizations of CRT, see, for exam-
ple, [5] for some of them. One of the generalizations, general-
ized CRT, is to determine multiple integers from their residue
sets where each residue set is the set of remainders of the
multiple integers modulo a modulus and the correspondence
between the remainders and the multiple integers is not
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known, i.e., each residue set is not ordered. This problem
was first studied in [6]. It was later independently studied
in [7]–[13], motivated from multiple frequency determina-
tion in multiple undersampled waveforms. It exists in many
engineering applications, such as phase unwrapping in signal
processing [14]–[20], multiwavelength optical interferometry
[21], [22], radar signal processing [23]–[27], mechanical engi-
neering [28], and wireless sensor networks [29], [30].

Usually the moduli in CRT or the generalized CRT men-
tioned above are required to be pairwisely co-prime, which
causes the reconstruction not robust in the sense that a small
error in its remainders may cause a large reconstruction error.
Robust reconstruction methods, i.e., robust CRT, for a single
integer from its erroneous remainders have been studied and
obtained in [31]–[39]. The basic idea for these robust CRT
is to include a common factor among all the moduli and
then as long as the remainder errors are less than the quarter
of the greatest common divisor (gcd) of all the moduli, a
reconstruction error of the integer will be less than the max-
imum remainder error. Several robust reconstruction methods
have been proposed, for example, searching based robust
CRT [33]–[35], closed-form robust CRT [36], multi-stage
robust CRT [38], [39], where in [39] the upper bound, i.e., the
quarter of the gcd, has been improved, when the remaining
integers of the moduli factorized by the gcd are not necessarily
co-prime. All these studies are only for the traditional CRT
for single integer. There is no attempt in the literature to
robustly reconstruct multiple integers from their erroneous
residue sets, i.e., robust generalized CRT, although [12] studies
the case when most of the residue sets are error-free but
only a few remainder sets include erroneous remainders and
is not in the sense of the robustness in the literature. The
main goal of this paper is on a robust generalized CRT for
two integers.

For the case of more than one integer estimation from their
residue sets, i.e., the generalized CRT, the reconstruction is
more complicated. As mentioned in [8], the main difficulty for
the case of no less than two integers comes from the fact that
the correspondence between the integer and its remainder is
not known, which happens when the remainders are obtained
by detecting the peaks of the discrete Fourier transforms (DFT)
of an undersampled waveform as described in [8]. Moreover,
the number of the remainders in a residue set may be less
than the number of the integers to determine, since there
may be two or more integers sharing the same remainder
for some moduli. While all the distinct elements in a residue
set are known, the number of repetitions of any remainder

0018-9448 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



7492 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 12, DECEMBER 2016

is not known in general unless there are only two integers
to determine. As mentioned earlier, for the robustness of
reconstructing a single integer from its erroneous remainders,
it is critical to have a gcd larger than 1 among all the
moduli. This has to hold for the above generalized CRT
for multiple integers. However, the generalized CRT methods
studied before are only when all the moduli are pairwisely co-
prime. Therefore, in order to study a robust generalized CRT,
we first need to study the generalized CRT when all the moduli
have a gcd larger than 1 and all the remainders are error-
free. A basic problem then is to determine the dynamic range
for a given set of moduli, i.e., the largest range within which
multiple nonnegative integers can be uniquely determined from
their residue sets modulo the given moduli. For this problem
and when all the moduli are pairwisely co-prime, several lower
bounds for the dynamic range were obtained in [7]–[10].
A most recent tight bound was obtained in [13] for two
integers where a closed-form and a simple determination
algorithm were also obtained.

In this paper, we first present the largest dynamic range for
two integers when all the moduli have a gcd larger than 1 and
the remaining integers factorized by the gcd of the moduli are
pairwisely co-prime. For the generalized CRT with erroneous
remainders, we obtain a remainder error bound of the eighth
of the gcd of all the moduli that leads to a robust estimation
of two integers. An efficient reconstruction algorithm is also
presented when two integers are within the largest dynamic
range. Note that, for the robustness, the remainder error bound,
the eighth of the gcd for two integers, seems not surprising,
when the remainder error bound, the quarter of the gcd, for
a single integer in CRT is known. However, as we shall see
later, the proof is not trivial at all.

This paper is organized as follows. In Section II, we
briefly describe the mathematical problem and introduce some
notations. In Section III, we present the largest dynamic range
and a closed-form determination algorithm for two integers
from their error free residue sets, where the moduli are no
longer pairwisely co-prime. In Section IV, we present a robust
generalized CRT for two integers. In Section V, we present
an application of the proposed robust generalized CRT in
frequency estimation from multiple undersampled waveforms.
In Section VI, we conclude this paper.

II. PROBLEM DESCRIPTION

We begin with the multiple frequency determination prob-
lem from multiple undersampled waveforms [8]. For simplic-
ity, a complex-valued waveform is given as

x(t) =
L∑

l=1

Ale
2π j fl t + w(t) (1)

where w(t) is the additive noise, Al and fl are nonzero
coefficients and frequencies, respectively. Suppose that these
frequencies are distinct non-negative integers, i.e., fl = Nl ,
where Nl ∈ N and N denotes the set of natural numbers,
Ni �= N j for i �= j , in Hz. Let K ≥ 2 and m1, . . . , mK be K
positive integers with 1 < m1 < · · · < mK . For each subscript
k ∈ {1, . . . , K }, the sampled signal with sampling frequency

mk Hz is

xmk [n]= x
( n

mk

)
=

L∑

l=1

Ale
2π j Nl n/mk + w

( n

mk

)
, n ∈ Z (2)

where Z denotes the set of integers. Then we take the mk-point
DFT to xmk [n] in (2), and obtain

DFTmk

(
xmk [n])[r ] =

L∑

l=1

Alδ[r − rl,k ] + W [r ] (3)

where δ[n] is the the Kronecker delta function, i.e., δ[n] equals
one when n = 0 and zero elsewhere. Without considering
the influence of noise, remainders rl,k ≡ Nl mod mk can be
detected from the mk-point DFT without the order information.
Then we have the K error-free residue sets

Rk(N1, . . . , NL ) = {
r1,k, . . . , rL ,k

}
, k = 1, . . . , K (4)

from the K DFTs. In practice, signals are usually corrupted by
noises and thus the obtained remainders rl,k may have errors.
Let the erroneous remainders be r̃l,k :

r̃l,k = rl,k + �rl,k , l = 1, . . . , L; k = 1, . . . , K (5)

where �rl,k denote the errors. Then the erroneous residue sets
are

R̃k(N1, . . . , NL ) = {
r̃1,k, . . . , r̃L ,k

}
, k = 1, . . . , K . (6)

The problem is to determine the L frequencies {N1, . . . , NL }
from these erroneous residue sets.

Under the condition of all the remainders are error-free,
L = 2, and all the K moduli m1, . . . , mK are pairwisely
co-prime, in [13] we obtained the largest dynamic range
within which two frequencies (integers), {N1, N2}, can be
uniquely determined from their residue sets Rk(N1, N2),
where an efficient reconstruction algorithm was also proposed.
In this paper, we first generalize the largest dynamic range
result obtained in [13] from pairwisely co-prime moduli
M′ = {m1, . . . , mK } to non-pairwisely co-prime moduli
M = {M1, . . . , MK } with Mk = Mmk for k = 1, . . . , K ,
where 0 < m1 < · · · < mK are pairwisely co-prime
moduli and M is a positive integer. We then study the
reconstruction problem of two integers {N1, N2} from the
erroneous residue sets R̃1(N1, N2), . . . , R̃K (N1, N2) modulo
M1, . . . , MK , respectively. This question has two parts: 1) the
bound of errors, i.e., to what extent of errors we can have
a robust estimation of {N1, N2}? 2) how to efficiently and
robustly reconstruct {N1, N2}? In what follows, we always
denote M′ = {m1, . . . , mK } a set of moduli, � = ∏K

k=1 mk ,
and M = {M1, . . . , MK } a set of moduli. A set of moduli,
such as M, is called a modulus set.

III. GENERALIZED CRT FOR TWO INTEGERS

WITH ERROR-FREE RESIDUE SETS

In this section, we first recall the basics of dynamic range
with modulus set M′ obtained in [13]. Then we obtain the
largest dynamic range with a modulus set M and an efficient
method to determine two integers from their error-free residue
sets.
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We first introduce some notations. The remainder of x
modulo y is denoted as 〈x〉y . For integer n > 0, let Zn denote
the set {0, 1, . . . , n − 1}. A set of n elements is called an n-set.
If we let N = {N1, . . . , NL } with Nl ∈ N, Rk(N1, . . . , NL )
is also denoted by Rk(N ).

Definition 1: The dynamic range of a modulus set M =
{m1, . . . , mK } is the minimal positive integer D such that
there are two different L-sets A and B with A,B ⊆ ZD+1
satisfying Rk(A) = Rk(B) for each modulus mk . It is denoted
by DL(m1, . . . , mK ), or simply DL(M).

According to Definition 1, if any set of L integers in
ZD′ can be uniquely determined by their remainders modulo
m1, . . . , mK , then we have DL(M) ≥ D′. On the other hand,
if L integers are in ZDL (M), then they can be uniquely deter-
mined from their residue sets modulo m1, . . . , mK . Hence, the
dynamic range DL(M) in Definition 1 is the largest dynamic
range within which any L integers can be uniquely determined
by their residue sets. For L = 2 and a given modulus set M′,
the largest dynamic range D2(M′) is obtained as follows.

Lemma 1 [13]: If mK−1 ≥ 3, then D2(M′) = d , where

d = min
I⊆{1,...,K }

{∏

i∈I

mi +
∏

i∈I

mi

}
. (7)

In other words, if M′ �= {2, 2n +1} for any positive integer n,
then D2(M′) = d .

As an example, we consider the case of M′ = {3, 5, 7}.
According to Lemma 1, we know that the largest dynamic is
d = 3 × 5 + 7 = 22, i.e., D2(M′) = 22. For the largest
dynamic range with modulus set M, we have the following
result.

Theorem 1: If m1 ≥ 3 and K > 2, then D2(M) = Md .
The proof of this theorem is similar to [13, Th. 1] and

therefore it is omitted.
Let us continue the above example. Let M = 100, then the

largest dynamic range with modulus set M for two integers
is Md = 2200, i.e., D2(M) = 2200. Next, we give the basic
idea of reconstructing the two integers {N1, N2} from their
error-free residue sets Rk(N1, N2) with modulus set M, where
the two integers are within the largest dynamic range.

We begin with the reconstruction of one integer N with
modulus set M. Let N be an integer to be reconstructed, and
rk be the remainders of N modulo Mk , i.e.,

rk ≡ N mod Mk , k = 1, . . . , K (8)

where 0 ≤ rk < Mk . From (8), we have

rk ≡ N mod M, k = 1, . . . , K . (9)

That is, all remainders rk modulo M have the same value,
named common remainder [40], denoted as rc. It follows from
(8) that both rk − rc and N − rc have the same factor M . Let

Q = N − rc

M
(10)

and

qk = rk − rc

M
. (11)

Then, congruence (8) is equivalent to

qk ≡ Q mod mk, k = 1, . . . , K .

According to the traditional CRT, Q can be uniquely recon-
structed as

Q ≡
K∑

k=1

�k�kqk mod � (12)

if and only if Q < �, where �k = �/mk , and �k is the
multiplicative inverse of �k modulo mk , i.e.,

�k�k ≡ 1 mod mk .

Therefore, N can be uniquely reconstructed by

N = M Q + rc. (13)

Similar to the reconstruction of one integer, the common
remainders are significant to the reconstruction of {N1, N2}
from the residue sets Rk(N1, N2) with modulus set M. First,
from the residue sets, obtain the two common remainders
modulo all the remainders by M .

Let {rc
1 , rc

2} be the two common remainders. When the two
common remainders are not equal, i.e., rc

1 �= rc
2 , we have

Rk(N1, N2) = {
r1,k, r2,k

}
with r1,k �= r2,k . Note that

{rc
1 , rc

2 } = {〈r1,k〉M , 〈r2,k〉M
}

holds for each k ∈ {1, . . . , K }. On the other hand,

{rc
1 , rc

2} = {〈N1〉M , 〈N2〉M
}
.

Hence, all the remainders in Rk(N1, N2) can be split into
two sets, {r1,1, . . . , r1,K } and {r2,1, . . . , r2,K }, according to
rc

1 and rc
2 . Using the traditional CRT, N1 and N2 can be

uniquely determined by their remainders {r1,1, . . . , r1,K } and
{r2,1, . . . , r2,K }, respectively. This also means that {N1, N2}
can be uniquely determined if and only if 0 ≤ N1, N2 < M�.

When the two common remainders are the same, i.e., rc
1 =

rc
2 = rc, we let

ql,k = rl,k − rc

M
, l = 1, 2; k = 1, . . . , K .

Then, (8) is equivalent to

ql,k ≡ Nl − rc

M
mod mk . (14)

Denote Rk(Q1, Q2) = {q1,k, q2,k} for k = 1, . . . , K , where
Ql = (Nl − rc)/M for l = 1, 2. Since Nl < Md , we
have Ql < d . By the definition of dynamic range, we know
that {Q1, Q2} can be uniquely determined by their residue
sets Rk(Q1, Q2). Consequently, {N1, N2} can be uniquely
reconstructed by using (13).

In summary, we have the following corollary.
Corollary 1: Assume that m1 ≥ 3 and K > 2. Let {rc

1 , rc
2}

be the common remainders defined as above. Then we have
the following results. 1) If rc

1 �= rc
2 and 0 ≤ N1, N2 < M�,

then {N1, N2} can be uniquely determined from the above
algorithm; 2) If rc

1 = rc
2 and 0 ≤ N1, N2 < Md , then {N1, N2}

can be uniquely determined from the above algorithm.
Example 1: Let M = 100,M′ = {3, 5, 7}. According

to the above discussion, we know that D2(M) = 2200.
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Suppose that the residue sets are R1(N1, N2) = {69, 195},
R2(N1, N2) = {95, 169}, and R3(N1, N2) = {69, 395}. Then
the two common remainders are {rc

1 , rc
2} = {69, 95}. Hence,

the remainder in the residue sequences can be split into
{69, 169, 69} and {195, 95, 395} corresponding to rc

1 = 69 and
rc

2 = 95, respectively. By using the traditional CRT, we have
{N1, N2} = {2169, 1095}.

Example 2: Consider the example above. Suppose that the
residue sets are R1(N1, N2) = {98, 198}, R2(N1, N2) =
{98, 398}, and R3(N1, N2) = {398, 498} modulo 300, 500,
and 700, respectively. In this case, the two common remainders
are the same: rc

1 = rc
2 = 98. By (11), we have R1(Q1, Q2) =

{0, 1}, R2(Q1, Q2) = {0, 3}, R3(Q1, Q2) = {3, 4} modulo 3,
5, and 7, respectively. By using the reconstruction algorithm
obtained in [13], we have {Q1, Q2} = {10, 18}. By (13), we
can reconstruct the two integers {N1, N2} as {1098, 1898}.

IV. A ROBUST GENERALIZED CRT FOR TWO INTEGERS

In this section, we discuss a robust generalized CRT for two
integers when the residue sets have errors.

A. Remainders With Errors

As discussed above, the two common remainders, {rc
1 , rc

2 },
are the key of the reconstruction of integers {N1, N2}. When
remainders are error-free, the two common remainders can be
directly determined by any residue set of {N1, N2}. However,
this may not be true when residue sets have errors. Take
Example 2 for example. Suppose that the erroneous residue
sets are R̃1(N1, N2) = {108, 209}, R̃2(N1, N2) = {92, 399},
and R̃3(N1, N2) = {397, 507}. Then the residue sets modulo
M are {8, 9}, {92, 99}, and {7, 97}, respectively. Clearly, the
erroneous residue sets R̃k(N1, N2) modulo M are different
from each other and we can not directly determine the common
remainders {rc

1 , rc
2 } from R̃k(N1, N2).

Let r̃ c
l,k be the remainder of r̃l,k modulo M , i.e.,

r̃ c
l,k = 〈r̃l,k〉M , l = 1, 2; k = 1, . . . , K . (15)

In case S̃k(N1, N2) has only one element, i.e., r̃1,k = r̃2,k ,
we have r̃ c

1,k = r̃ c
2,k counted twice (repeated once) in the

above sequence. This provides total 2K common remainders
and some of them may be the same. In order to estimate
two common remainders from these 2K common remainders
r̃ c

1,1, . . . , r̃ c
1,K , r̃ c

2,1, . . . , r̃ c
2,K , two appropriate clusters, each

of which contains K remainders, are formed first. Intuitively
the deviation of two clusters should be large. Now, we
determine two clusters from these erroneous residue sets. For
convenience, we denote these 2K common remainders as
r̃ c

1 , . . . , r̃ c
2K , and then sort them in the increasing order as

follows

r̃ c
ς(1)

≤ · · · ≤ r̃ c
ς(2K )

(16)

where ς is a permutation of the set {1, . . . , 2K }.
For any two adjacent common remainders r̃ c

ς(k)
and r̃ c

ς(k+1)
,

we define the distance Dk as

Dk =
{

r̃ c
ς(k+1)

− r̃ c
ς(k)

, if k = 1, . . . , 2K − 1

r̃ c
ς(1)

− r̃ c
ς(2K )

+ M, if k = 2K .
(17)

Fig. 1. Illustration of Dk .

Fig. 1 gives the illustration of the defined distance Dk . It is
clear that the nonnegative distances Dk satisfy the following
equation

2K∑

k=1

Dk = M. (18)

Moreover, we have the following results.
Lemma 2: Let τ = max

{∣∣�rl,k
∣∣ , l = 1, 2; k = 1, . . . , K

}
,

where �rl,k are the remainder errors as defined in (5).
If τ < M/8, then there exists one and only one subscript
k0 ∈ {1, . . . , K } satisfies

Dk0 + Dk0+K > M/2. (19)

Moreover, if we let

�1 � {ω1, . . . , ωK } = {
r̃ c
ς(k0+1)

, . . . , r̃ c
ς(k0+K )

}
,

�2 � {υ1, . . . , υK }

=

⎧
⎪⎪⎨

⎪⎪⎩

{r̃ c
ς(1)

, . . . , r̃ c
ς(K )

}, if k0 = K

{r̃ c
ς(k0+1+K )

−M, . . . , r̃ c
ς(2K )

−M, r̃ c
ς(1)

, . . . , r̃ c
ς(k0 )

}, if k0 �= K

(20)

with ωi ≤ ω j , υi ≤ υ j for 1 ≤ i < j ≤ K , then

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ. (21)
This Lemma is proved in Appendix A.

Example 3: Let us consider the example proposed at the
beginning of this section. By (16), we obtain the remainder
sequence {r̃ c

1 , . . . , r̃ c
2K } = {8, 9, 92, 99, 97, 7} and its sorted

sequence {r̃ c
ς(1)

, . . . , r̃ c
ς(2K )

} in (16) as

0 < 7 < 8 < 9 < 92 < 97 < 99 < M = 100.

Since D3 + D6 = (92 − 9)+ (7 − 99 + 100) = 83 + 8 > M/2,
we know that k0 = 3 and obtain from (20) that the two clusters
are

�1 = {92, 97, 99}, �2 = {7, 8, 9}. (22)

Fig. 2(a) and (b) show the sketches of two clusters �1 and
�2 when the two common remainders satisfy

0 ≤ ∣∣dM (rc
1 , rc

2)
∣∣ < M/4 (23)
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Fig. 2. (a) Two common remainders satisfy (23); (b) Two common
remainders satisfy (24).

and

M/4 ≤ ∣∣dM (rc
1 , rc

2 )
∣∣ ≤ M/2 (24)

respectively. In the figures, the remainder error bound is τ ,
and the common remainders of rc

1 (or N1) and rc
2 (or N2) are

denoted by “�” and “©”, respectively. In the case of (23),
two clusters �1 and �2 may not be properly grouped from
the sequence

{
r̃ c
ς(1)

, . . . , r̃ c
ς(2K )

}
, as shown in Fig. 2(a). To be

specific, both of �1 and �2 may contain erroneous common
remainders of rc

1 and rc
2 . In the case of (24), two clusters

�1 and �2 can be grouped without any overlaps from the
sequence, as shown in Fig. 2(b).

Before reconstructing {N1, N2}, we introduce a kind of
circular distance below.

Definition 2: For real numbers x and y, the circular dis-
tance of x to y for a non-zero positive number C is defined
as

dC(x, y)
�= x − y −

[
x − y

C

]
C (25)

where [·] stands for the rounding integer, i.e., for any x ∈ R,
where R denotes the set of all reals, [x] is an integer and
subject to

−1/2 ≤ x − [x] < 1/2. (26)
The main processes of determining two integers {N1, N2}

are divided into three steps. Firstly, estimate two common
remainders {rc

1 , rc
2 } from the obtained two clusters �1 and �2.

Then reconstruct two integers {Q1, Q2} after the residue sets
{q1,k, q2,k} are properly determined. Finally, reconstruct two
integers {N1, N2} by using the traditional CRT after two
common remainders are modified.

Let

ω′
k =

{
ωk, if ωK − υ1 ≤ M/2

ωk − M, if ωK − υ1 > M/2
(27)

for all k = 1, . . . , K . Then, the two common remainders{
rc

1 , rc
2

}
can be estimated as {ω1, ω2}:

ω1 �
ω′

1 + · · · + ω′
K

K
, ω2 � υ1 + · · · + υK

K
. (28)

Note that ω1 and ω2 defined in (28) may be negative values.
After cancelling the appropriate estimate of common remain-
der from the erroneous remainders r̃l,k , we can obtain the

estimates of integers ql,k in (14), denoted as q̂l,k :

q̂l,k =
[

r̃l,k − ωt

M

]
, l = 1, 2; k = 1, . . . , K (29)

where

t =
{

1, if dM (r̃ c
l,k, ωk1 ) = 0 for some k1

2, if dM (r̃ c
l,k, υk2 ) = 0 for some k2

(30)

with k1, k2 ∈ {1, . . . , K }. Let

Rk(Q̂1, Q̂2) = {
q̂1,k, q̂2,k

}
, k = 1, . . . , K . (31)

Then the two estimates {Q̂1, Q̂2} of the integers {Q1, Q2} can
be reconstructed from the residue sets Rk(Q̂1, Q̂2) modulo
M′ by using the generalized CRT for two integers obtained
in [13].

Example 4: Let us consider Example 3. Since ω3 − υ1 =
99 − 7 = 92 > M/2, we obtain

ω′
1 = −8, ω′

2 = −3, ω′
3 = −1.

Recall that υ1 = 7, υ2 = 8, and υ3 = 9. According to the
definitions of ω1 and ω2 in (28), we have

ω1 = −4, ω2 = 8.

By (29) and (31), we obtain R1(Q̂1, Q̂2) = {1, 2},
R2(Q̂1, Q̂2) = {1, 4}, and R3(Q̂1, Q̂2) = {4, 5}. By using the
generalized CRT for two integers obtained in [13], we have

{Q̂1, Q̂2} = {11, 19}.
Now, we estimate the two integers {N1, N2} after the esti-

mates {ω1, ω2} of the two common remainders and {Q̂1, Q̂2}
are obtained. The estimates of {N1, N2} are denoted as
{N̂1, N̂2} in the following.

1) Q̂1 = Q̂2 = Q̂.
In this case, the estimates {N̂1, N̂2} can be reconstructed as

{
N̂1, N̂2

} = {
M Q̂ + ω1, M Q̂ + ω2

}
. (32)

2) Q̂1 �= Q̂2.
In this case, we can not determine {N̂1, N̂2} from {ω1, ω2}

and {Q̂1, Q̂2}, which is because the correspondence between
the elements in two sets {ω1, ω2} and {Q̂1, Q̂2} is not known.
To be specific, we cannot determine whether {N̂1, N̂2} are
{M Q̂1 +ω1, M Q̂2 +ω2} or {M Q̂1 +ω2, M Q̂2 +ω1}. Next, we
modify the two estimates {ω1, ω2} of the common remainders
{rc

1 , rc
2 } so that the modified estimates r̂ c

1 and r̂ c
2 correspond to

Q̂1 and Q̂2, respectively. The main processes are two: Firstly,
we select the elements from {ω′

1, . . . , ω
′
K } and {υ1, . . . , υK }

to form two groups, where all the elements in one group
correspond to Q̂1 and the other correspond to Q̂2. Then, r̂ c

1
and r̂ c

2 are determined by averaging the groups corresponding
to Q̂1 and Q̂2, respectively.

Let

�′ �
{
ω′

1, . . . , ω
′
K , υ1, . . . , υK

}
. (33)

By (20) and (27), we know that the elements in �′
are either r̃ c

ς(i)
or r̃ c

ς(i)
− M for all i = 1, . . . , 2K .

From the definitions of r̃ c
ς(i)

in (16), we know that
{r̃ c

ς(1)
, . . . , r̃ c

ς(2K )
} are the 2K sorted common remainders
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from {r̃ c
1,1, . . . , r̃ c

1,K , r̃ c
2,1, . . . , r̃ c

2,K }. Hence, for all l = 1, 2;
k = 1, . . . , K , either r̃ c

l,k or r̃ c
l,k − M is included in �′, and in

the meanwhile, �′ only consists of these 2K elements. In the
following, for convenience, we call both r̃ c

l,k and r̃ c
l,k − M as

the common remainders of r̃l,k .
When Q̂1 �= Q̂2, we know from the traditional CRT that

there exists at least a subscript k ∈ {1, . . . , K } such that

q̂1,k �= q̂2,k . (34)

Let

K � {k1, . . . , k�}, 1 ≤ ki ≤ K

be all the distinct subscripts of q̂1,ki (or q̂2,ki ) satisfying (34),
i.e., q̂1,ki �= q̂2,ki , and thus from (34), we have � ≥ 1. When
q̂1,ki �= q̂2,ki , the correspondence between {q̂1,ki , q̂2,ki } and
{Q̂1, Q̂2} is known because we can determine q̂l,ki by the
obtained integers Q̂l modulo mki , i.e.,

q̂l,ki = 〈
Q̂l

〉
mki

, l = 1, 2 (35)

for every i , 1 ≤ i ≤ �. Note that the obtained values
q̂1,ki and q̂2,ki above are the same the values as determined
by (29) from the residue set {r̃1,ki , r̃2,ki }. Since q̂1,ki �= q̂2,ki ,
we have r̃1,ki �= r̃2,ki . Thus, the correspondence between
{q̂1,ki , q̂2,ki } and {r̃1,ki , r̃2,ki } (or {Q̂1, Q̂2}) is known as well,
which can be uniquely determined by (29). Assume that the
common remainders of r̃1,ki and r̃2,ki in �′ are r̂ c

1,ki
and

r̂ c
2,ki

, respectively. As discussed above, r̂ c
1,ki

are either r̃ c
1,ki

or r̃ c
1,ki

− M , and r̂ c
2,ki

are either r̃ c
2,ki

or r̃ c
2,ki

− M . Thus,
r̂ c

1,ki
, r̂ c

2,ki
∈ �′ can be determined by

dM(r̃ c
1,ki

, r̂ c
1,ki

) = 0, dM (r̃ c
2,ki

, r̂ c
2,ki

) = 0 (36)

where ki ∈ K. By (15), we know that r̂ c
1,ki

and r̂ c
2,ki

can also
be determined by

dM (r̃1,ki , r̂ c
1,ki

) = 0, dM (r̃2,ki , r̂ c
2,ki

) = 0. (37)

Clearly, r̂ c
1,ki

and r̂ c
2,ki

correspond to the remainders r̃1,ki

and r̃2,ki , respectively. Hence, r̂ c
1,ki

corresponds to Q̂1, while

r̂ c
2,ki

corresponds to Q̂2. In other words, {r̂ c
1,k1

, . . . , r̂ c
1,k�

} and

{r̂ c
2,k1

, . . . , r̂ c
2,k�

} correspond to the common remainders rc
1 and

rc
2 , respectively. Under the least square estimate criterion, the

two common remainders can be modified as

r̂ c
1 � arg min

x∈[c1,c2]

�∑

i=1

‖x − r̂ c
1,ki

‖2,

r̂ c
2 � arg min

x∈[c3,c4]

�∑

i=1

‖x − r̂ c
2,ki

‖2 (38)

where the variable x takes integer values, and

c1 = min{r̂ c
1,k1

, . . . , r̂ c
1,k�

}, c2 = max{r̂ c
1,k1

, . . . , r̂ c
1,k�

},
c3 = min{r̂ c

2,k1
, . . . , r̂ c

2,k�
}, c4 = max{r̂ c

2,k1
, . . . , r̂ c

2,k�
}.

Therefore, the estimates {N̂1, N̂2} can be reconstructed as
{

N̂1, N̂2
} = {

M Q̂1 + r̂ c
1 , M Q̂2 + r̂ c

2

}
. (39)

Noting that the estimates {N̂1, N̂2} obtained by (32) or (39)
may be non-integers. For this case, we use

{[N̂1], [N̂2]
}

as

the estimates of the integers {N1, N2}, where [·] denotes the
rounding operation defined in (26).

Example 5: Let us consider Example 4. Note that
{Q̂1, Q̂2} = {11, 19} calculated before. Then the remainders
of Q̂1 = 11 and Q̂2 = 19 modulo M′ are {q̂1,1, q̂1,2, q̂1,3} =
{2, 1, 4} and {q̂2,1, q̂2,2, q̂2,3} = {1, 4, 5}, respectively. Clearly,
q̂1,k �= q̂2,k , for k = 1, 2, 3. According to (29), we deduce that

{r̃1,1, r̃1,2, r̃1,3} = {209, 92, 397},
{r̃2,1, r̃2,2, r̃2,3} = {108, 399, 507}.

By (33), we have

�′ = {ω′
1, ω

′
2, ω

′
3, υ1, υ2, υ3} = {−8,−3,−1, 7, 8, 9}.

Since dM (r̃1,1, 9) = 0, dM(r̃1,2,−8) = 0, dM (r̃1,3,−3) = 0,
we obtain from (37) that

r̂ c
1,1 = 9, r̂ c

1,2 = −8, r̂ c
1,3 = −3.

By (38), we can obtain the estimate

r̂ c
1 = −1.

Similarly, we have

dM (r̃2,1, 8) = 0, dM (r̃2,2,−1) = 0, dM (r̃2,3, 7) = 0.

Hence,

r̂ c
2,1 = 8, r̂ c

2,2 = −1, r̂ c
2,3 = 7

and then we obtain r̂ c
2 = 5. By (39), we have

{
N̂1, N̂2

} = {1099, 1905}.
Next theorem shows that the above estimates

{
N̂1, N̂2

}
of

the two integers {N1, N2} are robust when the remainder error
bound is less than M/8.

Theorem 2: Let τ = max{|�rl,k |, l = 1, 2; k = 1, . . . , K },
where �rl,k are the remainder errors as defined in (5).
If τ < M/8, then

∣∣N̂l − Nl
∣∣ ≤ τ, l = 1, 2 (40)

where
{

N̂1, N̂2
}

are defined in (32) or (39).
The proof of this theorem can be divided into three

steps. First, obtain the two estimates ω1 and ω2 from the
given residue sets {r̃1,1, r̃2,1}, . . . , {r̃1,K , r̃2,K }. Then check
the two integers {Q̂1, Q̂2}, where the two integers are deter-
mined by solving the quadratic equation that is obtained by
the residue sets {q̂1,1, q̂2,1}, . . . , {q̂1,K , q̂2,K }. Finally, check
the reconstructions {N̂1, N̂2} after the estimates {r̂ c

1 , r̂ c
2 } and

{Q̂1, Q̂2} are properly corresponded. More details can be seen
Appendix B .

Let us recall the example presented at the beginning of this
section. Note that the remainder error bound τ = 11, which
is less than the robustness error upper bound M/8 = 12.5.
By Theorem 2, we know that the estimates are robust. In fact,
the true values of the two integers are {1098, 1898} and the
estimates are {1099, 1905}. Hence, the maximal estimation
error of the two integers is 7, which is small than the remainder
error bound τ and conforms the result obtained in Theorem 2.
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Algorithm 1 Robust Generalized CRT for Two Integers
Step 1 Calculate r̃ c

l,k in (15) and sort them in the increasing
order as (16).
Step 2 Compute k0 as

k0 = arg max
k∈{1,...,K }

{
Dk + Dk+K

}
(41)

where Dk is defined in (17).
Step 3 Obtain the two clusters �1 and �2 by (20).
Step 4 Calculate ω1 and ω2 by (28).
Step 5 Determine residue sets Rk(Q̂1, Q̂2) as

Rk
(
Q̂1, Q̂2

) = {
q̂1,k, q̂2,k

}
(42)

where q̂l,k are defined in (29).
Step 6 Reconstruct {Q̂1, Q̂2} by using the generalized CRT
for two integers obtained in [13].
Step 7 Reconstruct

{
N̂1, N̂2

}
by (32) or (39).

B. Robust Generalized CRT Algorithm for Two Integers

To summarize what we have studied before, we obtain
Algorithm 1.

Although the above robust generalized CRT is for two
integers, it is straightforward to be generalized to two reals
as the case of one integer in our previous work [36], [37].

V. SIMULATION RESULTS

In this section, we show some simulations to illustrate the
performance of the proposed robust generalized CRT for two
integers and its application in two frequency determination
from multiple undersampled waveforms.

A. Simulation of the Robust Generalized CRT

Let us first consider the estimation error versus the error
upper bound for the proposed robust generalized CRT for two
integers. By Theorem 2, we know that the maximal error
level τ needs to be upper bounded by τ < M/8 for the
robustness. In the simulation, parameter M = 100, and the
co-prime integers from m1 to m3 are 3, 5, and 7, respectively.
Two unknown integers {N1, N2} are chosen uniformly at
random from the interval (0, 2000) and the maximal error
levels are set as 0, 1, . . . , 15. For these maximal error levels,
the last three parameters, 13, 14, and 15, do not satisfy the
robustness upper bound τ < M/8 = 12.5. We call the process
of determining {N1, N2} as a trial, and 10000 trials for each
of the maximal error level are simulated. In Fig. 3, we present
the curve of the mean error EN versus the maximal error level.
The mean error is defined as

EN = Etrials

{
1

2

2∑

l=1

|N̂l − Nl |
}

(43)

where Etrials stands for the mean over all the trials,
Nl and N̂l are the true integers and the estimates in one
trial, respectively. Fig. 3 shows that the two integers can
be robustly reconstructed from their erroneous residue sets
by using the proposed robust generalized CRT method,

Fig. 3. Estimation errors versus the maximal error level.

Fig. 4. Probability Pe versus the maximal error level.

i.e., when all the errors of the remainders are less than
the error upper bound, the reconstruction errors of {N1, N2}
are also less than this bound. It also shows that the recon-
struction errors of the two integers are small compared to
their dynamic range. When the remainder errors are larger
than the upper bound, the reconstruction errors increase
rapidly.

In Fig. 4, we give the curve of the probability Pe versus the
remainder error bound τ , where

Pe = P
(

max{�Nl } > max{�rl,k}
∣∣|�rl,k | ≤ τ

)
. (44)

It shows that the probability is zero when the error bound
τ < 13 is satisfied and non-zero when τ ≥ 13, i.e., the error
bound is not satisfied. In other words, the reconstruction is
not robust when the remainder errors are larger than the error
upper bound M/8, which agrees with Theorem 2. It also shows
that the probability increases with the increase of τ , i.e., the
larger remainder errors, the higher probability Pe or the worse
estimation performance.
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B. Two-Frequency Determination From Multiple
Undersampled Waveforms

In the simulations, two frequencies { f1, f2} are taken ran-
domly and uniformly distributed in the range (0, 2000), and
three sampling frequencies are set to be 300, 500, and 700.
The noise w(t) in (1) is additive white Gaussian noise with
mean zero and variance 10−S N R/10, and the observation of
the time duration is 10s. For each signal-to-noise ratio (SNR),
the number of trials is 10000. Beyond the proposed robust
generalized CRT, three other methods are considered: the
generalized CRT proposed in Section III, the robust CRT based
method, and the (optimal) searching based method.

For the generalized CRT, we choose the average of the
common remainders by using an arbitrary grouping. After
cancelling the common remainders from the erroneous remain-
ders, the two integers are reconstructed by using the general-
ized CRT for two integers proposed in [13].

For the robust CRT based method, we consider all possible
remainder combinations of { f1, f2} from their residue sets.
Note that the remainders in each residue set are unordered,
we have four cases, i.e.,

{{r̃1,1, r̃1,2, r̃1,3}, {r̃2,1, r̃2,2, r̃2,3}
} ;{{r̃1,1, r̃2,2, r̃1,3}, {r̃1,1, r̃1,2, r̃2,3}
} ;{{r̃1,1, r̃1,2, r̃2,3}, {r̃2,1, r̃2,2, r̃1,3}
} ;{{r̃1,1, r̃2,2, r̃2,3}, {r̃2,1, r̃1,2, r̃1,3}
}
. (45)

For each case, we estimate f1 and f2 by using the fast
MLE algorithm proposed in [37]. Take the first case as an
example, f1 and f2 can be determined by {r̃1,1, r̃1,2, r̃1,3} and
{r̃2,1, r̃2,2, r̃2,3} modulo M1, M2, M3, respectively. If both of
the two estimates { f̂1, f̂2} are within the dynamic range, then
they can be viewed as the estimates of { f1, f2}.

For the searching based method, the two frequencies
{ f1, f2} are determined by solving the four minimization
problems, which correspond to the four cases in (45). Take
the first case as an example, { f1, f2} can be determined by
solving the following minimization problem:

min
f1, f2

{
d2

M1
( f1, r̃1,1) + d2

M2
( f1, r̃1,2) + d2

M3
( f1, r̃1,3)

+ d2
M1

( f2, r̃2,1) + d2
M2

( f2, r̃2,2) + d2
M3

( f2, r̃2,3)
}

(46)

where f1 and f2 take integer values. The minimum value
of (46) is denoted as S1. Similarly, for the other three
cases in (45), we can obtain the minimum values S2, S3, S4,
respectively. Hence, the optimal estimates of { f1, f2} are the
frequencies that correspond to the minimum of {S1, . . . , S4}.

Now, we compare the different methods by investigating the
root mean square error (RMSE) and the test fail rate (TFR).
The RMSE is defined as

fRM S E =
√√√√E

{
1

2

2∑

l=1

( f̂l − fl)2

}
(47)

where fl and f̂l are the true frequencies and the estimates in
one trial, respectively. In each trail, if the estimation errors

Fig. 5. RMSE versus SNR.

Fig. 6. TFR versus SNR.

of the two frequencies are no larger than the given positive
number τ , i.e.,

| f̂l − fl | ≤ τ, l = 1, 2

we say that the test is successful, otherwise, the test is failed.
In the simulations, we set τ = 12.5.

From Figs. 5 and 6, one can see that the error floors of
the generalized CRT and the robust CRT based method are
high, i.e., the RMSE or the TFR will not decrease or decrease
very slowly at high SNR. On the contrary, the RMSE or the
TFR of the robust generalized CRT and the searching based
method decreases sharply as SNR, while there are also error
floors at high SNR. The reason for the error floors at high
SNR for the robust generalized CRT and the searching based
method is because a finite size FFT has a limited resolution in
frequency domain and it causes remainder errors and results
in error floors at high SNR. Compared with the generalized
CRT method, the robust generalized CRT has a much better
performance, which is because the two common remainders
are optimally estimated. For the robust CRT based method, the
two estimates may not be optimal when the correspondence
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between the two frequencies and the remainders are not
proper. It is clear that the searching based method has the
best performance. For our proposed robust generalized CRT,
it performs slightly worse than the searching based method,
but has a much less computation. In fact, the computational
complexity of the searching based method and our proposed
method are in the order of (6M�)2 and 6K 2, respectively.

VI. CONCLUSION

In this paper, we studied a robust generalized CRT for
determining two integers from their residue sets and moduli,
where the remainders of the two integers in each residue set
are not ordered and may have errors. We first obtained the
largest dynamic range of two integers from their error free
residue sets of a given modulus set, where all the moduli have
a gcd M larger than 1 and the remaining integers factorized
by the gcd, M , of all the moduli are pairwisely co-prime.
We also presented an efficient reconstruction algorithm of
two integers from their error free residue sets, when the two
integers are within the largest dynamic range. We then proved
that the two integers can be robustly reconstructed if their
remainder errors are less than the eighth of the gcd of all the
moduli. Finally, we applied the proposed robust generalized
CRT for two integers to the determination of two frequencies
from multiple undersampled waveforms. Our numerical results
showed that the frequency determination performance using
our newly proposed robust generalized CRT is better than that
using the generalized CRT and the robust CRT based method.
Compared with the optimal searching based method, it has a
slightly worse performance but much less computation.

APPENDIX

A. Proof of Lemma 2

Proof: Without loss of generality, we suppose rc
1 ≤ rc

2 .
Our proof consists of two steps: firstly, we prove that there
exists a subscript k0 ∈ {1, . . . , K } satisfying (19). Further-
more, we obtain two clusters, �1 and �2, and prove that they
satisfy (21). Then we prove the uniqueness of such k0. By the
definition of circular distance in (25), we obtain

0 ≤ ∣∣dM (rc
1 , rc

2 )
∣∣ ≤ M/2. (48)

Then we have two cases below.
Case 1: 0 ≤ ∣∣dM (rc

1 , rc
2 )

∣∣ < M/4.
In this case, we have 0 ≤ rc

2 − rc
1 < M/4 or 3M/4 <

rc
2 − rc

1 < M . Let ρ and π be two permutations of the set
{1, . . . , K } satisfy

�rρ(1) ≤ · · · ≤ �rρ(K ) and �rπ(1) ≤ · · · ≤ �rπ(K ) (49)

respectively, where �rρ(k) ∈ {�r1,1, . . . ,�r1,K }, �rπ(k) ∈
{�r2,1, . . . ,�r2,K } for k = 1, . . . , K . Define {c1, . . . , c2K }

as in (50), as shown at the bottom of this page, where ci are
sorted in the increasing order as

c1 ≤ · · · ≤ c2K . (51)

Note that
∣∣�l,k

∣∣ < M/8 for l = 1, 2; k = 1, . . . , K . If 0 ≤
rc

2 − rc
1 < M/4, then we have

−M/4 < rc
2 + �rπ(K ) − rc

1 − �rρ(1) < M/2. (52)

If 3M/4 < rc
2 − rc

1 < M , then we have

−M/4 < rc
1 + �rρ(K ) − (rc

2 + �rπ(1) − M) < M/2. (53)

Therefore,

0 ≤ c2K − c1 < M/2. (54)

Let

ci = αi + �i M, i = 1, . . . , 2K (55)

where 0 ≤ αi < M and �i ∈ Z. Then, we obtain from (51)
that

�1 ≤ · · · ≤ �2K . (56)

By (54) and (55), we have

0 ≤ α2K − α1 + (�2K − �1)M < M/2. (57)

Since 0 ≤ αi < M , we have −M < α2K −α1 < M . It follows
from (56) and (57) that

�2K − �1 = 0 or 1.

Subcase 1: �2K − �1 = 0.
In this case, �1 = · · · = �2K . From (57), we have

0 ≤ α2K − α1 < M/2 (58)

and from (51) and (55) we have

0 ≤ α1 ≤ · · · ≤ α2K < M. (59)

From (5) and (11), we have

r̃l,k = Mql,k + rc
l + �rl,k, l = 1, 2; k = 1, . . . , K . (60)

Hence,

〈r̃l,k 〉M = 〈rc
l + �rl,k〉M , l = 1, 2; k = 1, . . . , K . (61)

On the other hand, we obtain from (55) that

〈ci 〉M = αi , i = 1, . . . , 2K . (62)

Combining (50), (61), and (62), we have that {α1, . . . , α2K }
are the 2K remainders

{
r̃ c

1 , . . . , r̃ c
2K

}
. Hence, (16) is equiv-

alent to (59). If we let k0 = K , then we obtain from (58)
that

Dk0 + Dk0+K = Dk0 + r̃ c
ς(1)

− r̃ c
ς(2K )

+ M

= Dk0 + α1 − α2K + M

> M/2.

{c1, . . . , c2K } �
{{

rc
1 + �rρ(1) , . . . , rc

1 + �rρ(K ) , rc
2 + �rπ(1) , . . . , rc

2 + �rπ(K )

}
, if 0 ≤ rc

2 − rc
1 < M/4{

rc
1 + �rρ(1) , . . . , rc

1 + �rρ(K ) , rc
2 + �rπ(1) − M, . . . , rc

2 + �rπ(K ) − M
}
, if 3M/4 < rc

2 − rc
1 < M.

(50)
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By the definitions of �1 and �2, we obtain from (59) that

�1 = {αK+1, . . . , α2K }
= {cK+1 − �K+1M, . . . , c2K − �2K M}

�2 = {α1, . . . , αK } = {c1 − �1 M, . . . , cK − �K M} (63)

Recall that c1, . . . , c2K are sorted in the increasing order
from erroneous remainders rc

1 + �rρ(1) , . . . , rc
1 + �rρ(K ) , rc

2 +
�rπ(1) , . . . , rc

2 + �rπ(K ) . Since
∣∣�rl,k

∣∣ ≤ τ for l = 1, 2;
k = 1, . . . , K , we have

cK − c1 ≤ 2τ, c2K − cK+1 ≤ 2τ. (64)

Thus,

ωK − ω1 = α2K − αK+1 = c2K − cK+1 ≤ 2τ,

υK − υ1 = αK − α1 = cK − c1 ≤ 2τ.

Subcase 2: �2K − �1 = 1.
In this case, there exist some j ∈ {1, . . . , 2K } satisfying

� j+1 − � j = 1. Due to (56), such subscript j is the only one.
Moreover, we have �1 = · · · = � j and � j+1 = · · · = �2K .
From (51), (54), and (55), we have

α1 ≤ · · · ≤ α j , α j+1 ≤ · · · ≤ α2K

and

α j − α1 < M/2, α2K − α j+1 < M/2.

Since 0 ≤ c2K − c1 < M/2 and �2K − �1 = 1, we obtain
from (55) that α2K − α1 < −M/2, i.e.,

α1 − α2K > M/2. (65)

Thus,

0 ≤ α j+1 ≤ · · · ≤ α2K < α1 ≤ · · · ≤ α j < M. (66)

Note that {α1, . . . , α2K } are the 2K remainders {r̃ c
1 , . . . , r̃ c

2K }.
Hence, (16) is equivalent to (66). 1) If j < K and let
k0 = K − j , then we obtain from (65) that

Dk0 + Dk0+K = Dk0 + r̃ c
ς(2K− j+1)

− r̃ c
ς(2K− j)

= Dk0 + α1 − α2K

> M/2.

By the definitions of �1 and �2, we obtain from (66) that

�1 = {αK+1, . . . , α2K }
= {cK+1 − �K+1 M, . . . , c2K − �2K M}

�2 = {α1 − M, . . . , α j − M, α j+1, . . . , αK }
= {c1 − M − �1 M, . . . , c j − M − � j M, c j+1 − � j+1M,

. . . , cK − �K M}. (67)

Hence, similar to (64), we have

ωK − ω1 = c2K − cK+1 ≤ 2τ, υK − υ1 = cK − c1 ≤ 2τ.

2) If j ≥ K and let k0 = 2K − j , then we obtain from (65)
that

Dk0 + Dk0+K = r̃ c
ς(2K− j+1)

− r̃ c
ς(2K− j)

+ Dk0+K

= α1 − α2K + Dk0+K

> M/2.

By the definitions of �1 and �2, we obtain from (66) that

�1 = {α1, . . . , αK } = {c1 − �1M, . . . , cK − �K M}
�2 = {αK+1 − M, . . . , α j − M, α j+1, . . . , α2K }

= {cK+1 − M − �K+1M, . . . , c j − M − � j M,

c j+1 − � j+1M, . . . , c2K − �2K M} (68)

Hence,

ωK − ω1 = αK − α1 = cK − c1 ≤ 2τ,

υK − υ1 = α2K − αK+1 + M = c2K − cK+1 ≤ 2τ.

Case 2: M/4 ≤ ∣∣dM(rc
1 , rc

2)
∣∣ ≤ M/2.

In this case, we have M/4 ≤ rc
2 − rc

1 ≤ M/2 or M/2 <
rc

2 − rc
1 ≤ 3M/4. Hence, M/4 ≤ rc

2 − rc
1 ≤ 3M/4. Since

|�rl,k | < M/8 for l = 1, 2; k = 1, . . . , K , we have

0 < rc
2 + �rπ(k2) − rc

1 − �rρ(k1 ) < M (69)

for any k1, k2 ∈ {1, . . . , K }. Hence, we obtain

rc
2 + �rπ(1) > rc

1 + �rρ(K ) (70)

and

rc
2 + �rπ(K ) < rc

1 + �rρ(1) + M. (71)

Since 0 ≤ rc
1 , rc

2 < M , rc
2 − rc

1 ≥ M/4 and |�rl,k | < M/8,
we have

−M/8 < rc
1 + �rρ(k1) ≤ rc

2 − M/4 + �rρ(k2) < M (72)

and

0 < rc
1 + M/4 + �rπ(k1) ≤ rc

2 + �rπ(k2) < 9M/8 (73)

for any k1, k2 ∈ {1, . . . , K }. By (69) and (72), we obtain that
if there exist some k ∈ {1, . . . , K } satisfying rc

1 + �rρ(k) < 0,
then we have rc

2 + �rπ(k2) < M for any k2 ∈ {1, . . . , K }.
By (69) and (73), we obtain that if there exist some k ∈
{1, . . . , K } satisfying rc

2 + �rπ(k) > M , then we have rc
1 +

�rρ(k1) > 0 for any k1 ∈ {1, . . . , K }. Hence, we have three
cases below.

Subcase 1: rc
1 + �rρ(k) < 0 for some k ∈ {1, . . . , K }.

Define k ′ ∈ {1, . . . , K } as

k ′

�

⎧
⎪⎨

⎪⎩

K , if rc
1 + �rρ(K ) < 0

max
{
k : rc

1 + �rρ(k)

< 0, rc
1 + �rρ(k+1) ≥ 0

}
, otherwise.

1) k ′ = K .
Combining (70) and (71), we have

0 < rc
2 + �rπ(1) ≤ · · · ≤ rc

2 + �rπ(K ) < rc
1 + �rρ(1) +M

≤ · · · ≤ rc
1 + �rρ(K ) + M < M. (74)

From (61) and (74), we obtain that {rc
1 +�rρ(1) + M, . . . , rc

1 +
�rρ(K ) + M, rc

2 +�rπ(1) , . . . , rc
2 +�rπ(K )} are the 2K remain-

ders
{
r̃ c

1 , . . . , r̃ c
2K

}
. Hence, (16) is equivalent to (74). If we let

k0 = K , then we have

Dk0 + Dk0+K

= r̃ c
ς(K+1)

− r̃ c
ς(K )

+ r̃ c
ς(1)

− r̃ c
ς(2K )

+ M

= rc
1 +�rρ(1) +M−rc

2 −�rπ(K ) +rc
2 +�rπ(1) −rc

1 −�rρ(K )

= �rρ(1) + M − �rπ(K ) + �rπ(1) − �rρ(K ) .
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Since
∣∣�rl,k

∣∣ < M/8 for l = 1, 2; k = 1, . . . , K , we have

Dk0 + Dk0+K > M/2.

By the definitions of �1 and �2, we obtain
from (74) that

�1 = {rc
1 + �rρ(1) + M, . . . , rc

1 + �rρ(K ) + M}
�2 = {rc

2 + �rπ(1) , . . . , rc
2 + �rπ(K )} (75)

Thus,

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ.

2) k ′ ∈ {1, . . . , K − 1}.
Combining (70) and (71), we have

0 ≤ rc
1 + �rρ(k′+1)

≤ · · · ≤ rc
1 + �rρ(K ) < rc

2 + �rπ(1)

≤ · · · ≤ rc
2 + �rπ(K ) < rc

1 + �rρ(1) + M ≤ · · ·
≤ rc

1 + �rρ(k′) + M < M. (76)

From (61) and (76), we obtain that {rc
1 +�rρ(1) + M, . . . , rc

1 +
�rρ(k′) + M, rc

1 + �rρ(k′+1)
, . . . , rc

1 + �rρ(K ) , rc
2 + �rπ(1) ,

. . . , rc
2 +�rπ(K )} are the 2K remainders {r̃ c

1 , . . . , r̃ c
2K }. Hence,

(16) is equivalent to (76). If we let k0 = K − k ′, then we have

Dk0 + Dk0+K

= r̃ c
ς(K−k′+1)

− r̃ c
ς(K−k′) + r̃ c

ς(2K−k′+1)
− r̃ c

ς(2K−k′)
= rc

2 +�rπ(1) −rc
1−�rρ(K ) +rc

1 +�rρ(1) + M−rc
2 −�rπ(K )

= �rπ(1) − �rρ(K ) + �rρ(1) − �rπ(K ) + M

> M/2.

By the definitions of �1 and �2, we obtain from (76) that

�1 = {rc
2 + �rπ(1) , . . . , rc

2 + �rπ(K )}
�2 = {rc

1 + �rρ(1) , . . . , rc
1 + �rρ(K )} (77)

Thus,

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ.

Subcase 2: rc
1 + �rρ(k) ≥ 0 and rc

2 + �rπ(k) < M for all k.
According to (70), we have

0 ≤ rc
1 + �rρ(1) ≤ · · · ≤ rc

1 + �rρ(K ) < rc
2 + �rπ(1)

≤ · · · ≤ rc
2 + �rπ(K ) < M. (78)

From (61) and (78), we obtain that
{
rc

1 + �rρ(1) , . . . , rc
1 + �rρ(K ) , rc

2 + �rπ(1) , . . . , rc
2 + �rπ(K )

}

are the 2K remainders
{
r̃ c

1 , . . . , r̃ c
2K

}
. Hence, (16) is equiva-

lent to (78). If we let k0 = K , then we have

Dk0 + Dk0+K

= r̃ c
ς(K+1)

− r̃ c
ς(K )

+ r̃ c
ς(1)

− r̃ c
ς(2K )

+ M

= rc
2 + �rπ(1) −rc

1 −�rρ(K ) +rc
1 +�rρ(1) −rc

2 −�rπ(K ) +M

= �rπ(1) − �rρ(K ) + �rρ(1) − �rπ(K ) + M

> M/2.

By the definitions of �1 and �2, we obtain from (78) that

�1 = {rc
2 + �rπ(1) , . . . , rc

2 + �rπ(K )}
�2 = {rc

1 + �rρ(1) , . . . , rc
1 + �rρ(K )} (79)

Thus,

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ.

Subcase 3: rc
2 + �rπ(k) ≥ M for some k ∈ {1, . . . , K }.

Define k ′′ ∈ {1, . . . , K } as

k ′′

�

⎧
⎪⎨

⎪⎩

1, if rc
2 + �rπ(1) ≥ M

min
{
k : rc

2 + �rπ(k−1)

< M, rc
2 + �rπ(k) ≥ M

}
, otherwise.

1) k ′′ = 1.
Combining (70) and (71), we have

0 ≤ rc
2 + �rπ(1) − M ≤ · · · ≤ rc

2 + �rπ(K ) − M

< rc
1 + �rρ(1) ≤ · · · ≤ rc

1 + �rρ(K ) < M. (80)

From (61) and (80), we obtain that {rc
1 + �rρ(1) , . . . , rc

1 +
�rρ(K ) , rc

2 + �rπ(1) − M, . . . , rc
2 + �rπ(K ) − M} are the 2K

remainders
{
r̃ c

1 , . . . , r̃ c
2K

}
. Hence, (16) is equivalent to (80).

If we let k0 = K , then we have

Dk0 + Dk0+K

= r̃ c
ς(K+1)

− r̃ c
ς(K )

+ r̃ c
ς(1)

− r̃ c
ς(2K )

+ M

= rc
1 +�rρ(1) − rc

2 − �rπ(K ) + M + rc
2 + �rπ(1) − M − rc

1

−�rρ(K ) + M

= �rρ(1) − �rπ(K ) + �rπ(1) − �rρ(K ) + M

> M/2.

By the definitions of �1 and �2, we obtain from (80) that

�1 = {rc
1 + �rρ(1) , . . . , rc

1 + �rρ(K )}
�2 = {rc

2 + �rπ(1) −M, . . . , rc
2 + �rπ(K ) −M} (81)

Thus,

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ.

2) k ′′ ∈ {2, . . . , K }.
Combining (70) and (71), we have

0 ≤ rc
2 + �rπ(k′′) − M ≤ · · · ≤ rc

2 + �rπ(K ) − M

< rc
1 + �rρ(1) ≤ · · · ≤ rc

1 + �rρ(K ) < rc
2 + �rπ(1)

≤ · · · ≤ rc
2 + �rπ(k′′−1)

< M. (82)

From (61) and (82), we obtain that {rc
1 + �rρ(1) , . . . , rc

1 +
�rρ(K ) , rc

2 + �rπ(1) , . . . , rc
2 + �rπ(k′′−1)

, rc
2 + �rπ(k′′) −

M, . . . , rc
2+�rπ(K )−M} are the 2K remainders

{
r̃ c

1 , . . . , r̃ c
2K

}
.

Hence, (16) is equivalent to (82). If we let k0 = K − k ′′ + 1,
then we have

Dk0 + Dk0+K

= r̃ c
ς(K−k′′+2)

− r̃ c
ς(K−k′′+1)

+ r̃ c
ς(2K−k′′+2)

− r̃ c
ς(2K−k′′+1)

= rc
1 +�rρ(1) −rc

2 − �rπ(K ) + M+rc
2 + �rπ(1) −rc

1 −�rρ(K )

= �rρ(1) − �rπ(K ) + �rπ(1) − �rρ(K ) + M

> M/2.

By the definitions of �1 and �2, we obtain from (82) that

�1 = {rc
1 + �rρ(1) , . . . , rc

1 + �rρ(K )}
�2 = {rc

2 + �rπ(1) −M, . . . , rc
2 + �rπ(K ) −M} (83)
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Thus,

ωK − ω1 ≤ 2τ, υK − υ1 ≤ 2τ.

Next, we prove that k0 is the only subscript satisfying (19).
In fact, for any k∗ ∈ {1, . . . , K } \ {k0}, we obtain from (18)
that

Dk∗ + Dk∗+K ≤
∑

k �=k0

(Dk + Dk+K )

= M − (Dk0 + Dk0+K )

< M/2.

This completes the proof.

B. Proof of Theorem 2

Proof: From (29) and (60), we obtain

q̂l,k =
[

Mql,k + rc
l + �rl,k − ωt

M

]

= ql,k +
[

rc
l + �rl,k − ωt

M

]
(84)

where l = 1, 2; k = 1, . . . , K , and t is defined in (30). For
convenience, we denote

�r l � 1

K

K∑

k=1

�rl,k , l = 1, 2.

Clearly, |�rl | ≤ τ .
Case 1: 0 ≤ ∣∣dM (rc

1 , rc
2 )

∣∣ < M/4.
Since the proof of the two cases 0 ≤ rc

2 − rc
1 < M/4 and

3M/4 < rc
2 − rc

1 < M are similar, we only consider the case
3M/4 < rc

2 − rc
1 < M . Note that two sets �1 and �2 are

described in Fig. 2(a). As previously shown in (54) that c2K −
c1 < M/2, which means ωK − υ1 < M/2. According to (27),
we have

ω′
k = ωk , k = 1, . . . , K . (85)

By the definitions of ωt in (28), we know that either

ω1 = rc
1 + ε1, ω2 = rc

2 − M + ε2 or

ω1 = rc
2 − M + ε2, ω2 = rc

1 + ε1 (86)

hold for some |εt | ≤ τ , t = 1, 2. Now, we check {q̂1,k, q̂2,k}
for k = 1, . . . , K .

According to (29), either ω1 or ω2 is subtracted from r̃l,k .
Hence, we obtain from (84) that q̂l,k is either

q̂l,k = ql,k +
[

rc
l + �rl,k − ω1

M

]
or

q̂l,k = ql,k +
[

rc
l + �rl,k − ω2

M

]
. (87)

When l = 1, ω1 = rc
1 + ε1, and ω2 = rc

2 − M + ε2, we have

rc
1 + �r1,k − ω1 = �r1,k − ε1,

rc
1 + �r1,k − ω2 = rc

1 + �r1,k − rc
2 + M − ε2.

Since 3M/4 < rc
2 − rc

1 < M ,
∣∣�r1,k

∣∣ ≤ τ , and τ < M/8, we
obtain

−M/4 < �r1,k − ε1 < M/4,

−M/4 < rc
1 + �r1,k − rc

2 + M − ε2 < M/2.

Hence,
[

rc
1 + �r1,k − ω1

M

]
= 0,

[
rc

1 + �r1,k − ω2

M

]
= 0.

It follows from (87) that

q̂1,k = q1,k, k = 1, . . . , K . (88)

Similarly, when l = 1, ω1 = rc
2 − M + ε2, and ω2 = rc

1 + ε1,
we also have (88).

When l = 2, ω1 = rc
1 + ε1, and ω2 = rc

2 − M + ε2, we have

rc
2 + �r2,k − ω1 = rc

2 + �r2,k − rc
1 − ε1,

rc
2 + �r2,k − ω2 = �r2,k + M − ε2.

Note that M/2 < rc
2 + �r2,k − rc

1 − ε1 < 5M/4 and 3M/4 <
�r2,k + M − ε2 < 5M/4. Then we have

[
rc

2 + �r2,k − ω1

M

]
= 1,

[
rc

2 + �r2,k − ω2

M

]
= 1.

By (87), we have

q̂2,k = q2,k + 1, k = 1, . . . , K . (89)

Similarly, when l = 2, ω1 = rc
2 − M + ε2, and ω2 = rc

1 + ε1,
we also have (89). Therefore,

{q̂1,k, q̂2,k} = {q1,k, q2,k + 1}, k = 1, . . . , K .

By the generalized CRT for two integers obtained in [13], we
have

{Q̂1, Q̂2} = {Q1, Q2 + 1}.
Next, we check {N̂1, N̂2} for the cases
Q̂1 = Q̂2 and Q̂1 �= Q̂2.

1) Q̂1 = Q̂2 = Q1 = Q2 + 1.
In this case, we obtain from (32) and (86) that

{N̂1, N̂2} = {N1 + ε1, N2 + ε2}.
Thus, (40) holds.

2) Q̂1 �= Q̂2.
For simplicity, we suppose that q̂1,k �= q̂2,k for all

k = 1, . . . , K . By (33) and (85), we obtain

�′ = {ω1, . . . , ωK , υ1, . . . , υK }
= {rc

1 + �r1,1, . . . , rc
1 + �r1,K , rc

2 + �r2,1 − M, . . . ,

rc
2 + �r2,K − M}.

According to (60), we have

dM (r̃1,k, rc
1 + �r1,k) = 0, dM (r̃2,k, rc

2 + �r2,k − M) = 0.

It follows from (37) that

r̂ c
1,k = rc

1 + �r1,k, r̂ c
2,k = rc

2 + �r2,k − M.

From (38), we obtain the estimates

r̂ c
1 = rc

1 + ε3, r̂ c
2 = rc

2 − M + ε4

where ε3 and ε4 are some integers satisfying |εt | ≤ τ, t = 3, 4.
By (39), we have

{N̂1, N̂2} = {N1 + ε3, N2 + ε4}.
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Thus, (40) holds.
Case 2: M/4 ≤ ∣∣dM (rc

1 , rc
2 )

∣∣ ≤ M/2.
In this case, all the possible cases of the two clusters, �1

and �2, are described in Fig. 2(b) and given by (75), (77),
(79), (81), and (83) in details. Since the proofs of these cases
are similar, we only consider the case of (75), i.e.,

�1 = {ω1, . . . , ωK }
= {

rc
1 + M + �rρ(1) , . . . , rc

1 + M + �rρ(K )

}
,

�2 = {υ1, . . . , υK } = {
rc

2 + �rπ(1) , . . . , rc
2 + �rπ(K )

}
.

Without loss of generality, we suppose that 0 < ωK − υ1 ≤
M/2. By the definitions of ω′

k in (27), we have

ω′
k = ωk , k = 1, . . . , K . (90)

According to the definitions of ωt in (28), we obtain

ω1 = rc
1 + M + �r1, ω2 = rc

2 + �r2. (91)

Now, we check {q̂1,k, q̂2,k} for k = 1, . . . , K .
According to (29) and (84), we have

q̂1,k =
[

r̃1,k − ω1

M

]
= q1,k − 1,

q̂2,k =
[

r̃2,k − ω2

M

]
= q2,k .

Therefore,

{q̂1,k, q̂2,k} = {q1,k − 1, q2,k}, k = 1, . . . , K .

By the generalized CRT for two integers obtained in [13],
we have

{Q̂1, Q̂2} = {Q1 − 1, Q2}.
Next, we check {N̂1, N̂2} for the cases Q̂1 = Q̂2 and
Q̂1 �= Q̂2.

1) Q̂1 = Q̂2.
By (32) and (91), we have

{N̂1, N̂2} = {N1 + �r1, N2 + �r2}.
Thus, (40) holds.

2) Q̂1 �= Q̂2.
For simplicity, we suppose that q̂1,k �= q̂2,k for all

k = 1, . . . , K . By (33) and (90), we obtain

�′ = {ω′
1, . . . , ω

′
K , υ1, . . . , υK }

= {rc
1 + M+�r1,1, . . . , rc

1 + M+�r1,K , rc
2 + �r2,1, . . . ,

rc
2 + �r2,K }.

According to (60), we have

dM (r̃1,k, rc
1 + �r1,k) = 0,

dM (r̃2,k, rc
2 + �r2,k) = 0.

It follows from (37) that

r̂ c
1,k = rc

1 + M + �r1,k, r̂ c
2,k = rc

2 + �r2,k .

From (38), we obtain the estimates

r̂ c
1 = rc

1 + M + ε5, r̂ c
2 = rc

2 + ε6

where ε5 and ε6 are some integers satisfying |εt | ≤ τ, t = 5, 6.
By (39), we have

{N̂1, N̂2} = {N1 + ε5, N2 + ε6}.
Thus, (40) holds. This completes the proof of the theorem.

ACKNOWLEDGMENT

The authors would like to thank the anonymous reviewers
for their useful comments that have helped to improve the
presentation of this paper. This work was done when Xiaoping
Li was visiting the University of Delaware.

REFERENCES

[1] J. H. McClellan and C. M. Rader, Number Theory in Digital Signal
Processing. Englewood Cliffs, NJ, USA: Prentice-Hall, 1979.

[2] N. Koblitz, A Course in Number Theory and Cryptography. New York,
NY, USA: Springer-Verlag, 1994.

[3] K. H. Rosen, Elementary Number Theory and Its Applications, 6th ed.
Reading, MA, USA: Addison-Wesley, 2010.

[4] C. Li, Y. Liu, L. Y. Zhang, and K.-W. Wong, “Cryptanalyzing a class of
image encryption schemes based on Chinese remainder theorem,” Signal
Process., Image Commun., vol. 29, pp. 914–920, Sep. 2014.

[5] C. Ding, D. Pei, and A. Salomaa, Chinese Remainder Theorem: Applica-
tions in Computing, Coding, Cryptography. Singapore: World Scientific,
1999.

[6] B. Arazi, “A generalization of the Chinese remainder theorem,” Pacific
J. Math., vol. 70, pp. 289–296, Jun. 1977.

[7] G. Zhou and X.-G. Xia, “Multiple frequency detection in undersampled
complex-valued waveforms with close multiple frequencies,” Electron.
Lett., vol. 33, pp. 1294–1295, Jul. 1997.

[8] X.-G. Xia, “On estimation of multiple frequencies in undersampled
complex valued waveforms,” IEEE Trans. Signal Process., vol. 47,
no. 12, pp. 3417–3419, Dec. 1999.

[9] H. Liao and X.-G. Xia, “A sharpened dynamic range of a generalized
Chinese remainder theorem for multiple integers,” IEEE Trans. Inf.
Theory, vol. 53, no. 1, pp. 428–433, Jan. 2007.

[10] L. Xiao and X.-G. Xia, “A generalized Chinese remainder theorem for
two integers,” IEEE Signal Process. Lett., vol. 21, no. 1, pp. 55–59,
Jan. 2014.

[11] X.-G. Xia, “An efficient frequency-determination algorithm from multi-
ple undersampled waveforms,” IEEE Signal Process. Lett., vol. 7, no. 2,
pp. 34–37, Feb. 2000.

[12] X.-G. Xia and K. Liu, “A generalized Chinese remainder theorem for
residue sets with errors and its application in frequency determination
from multiple sensors with low sampling rates,” IEEE Signal Process.
Lett., vol. 12, no. 11, pp. 768–771, Nov. 2005.

[13] W. Wang, X. Li, X.-G. Xia, and W. Wang, “The largest dynamic range
of a generalized Chinese remainder theorem for two integers,” IEEE
Signal Process. Lett., vol. 22, no. 2, pp. 254–258, Feb. 2015.

[14] X.-G. Xia, “Dynamic range of the detectable parameters for polynomial
phase signals using multiple-lag diversities in high-order ambiguity
functions,” IEEE Trans. Inf. Theory, vol. 47, no. 4, pp. 1378–1384,
May 2001.

[15] Y. Cheng, X. Wang, T. Caelli, and B. Moran, “Tracking and local-
izing moving targets in the presence of phase measurement ambigu-
ities,” IEEE Trans. Signal Process., vol. 59, no. 8, pp. 3514–3525,
Aug. 2011.

[16] Z. Yuan, Y. Deng, F. Li, R. Wang, G. Liu, and X. Han, “Multichan-
nel InSAR DEM reconstruction through improved closed-form robust
chinese remainder theorem,” IEEE Geosci. Remote Sens. Lett., vol. 10,
no. 6, pp. 1314–1318, Nov. 2013.

[17] R. G. McKilliam, B. G. Quinn, I. V. L. Clarkson, B. Moran,
and B. N. Vellambi, “Polynomial phase estimation by least squares
phase unwrapping,” IEEE Trans. Signal Process., vol. 62, no. 8,
pp. 1962–1975, Apr. 2014.

[18] Y. Zhang, W. Qi, G. Li, and S. Zhang, “Performance of ML range
estimator in radio interferometric positioning systems,” IEEE Signal
Process. Lett., vol. 22, no. 2, pp. 162–166, Feb. 2015.

[19] S. Tang, X. Zhang, and D. Tu, “Micro-phase measuring profilometry: Its
sensitivity analysis and phase unwrapping,” Opt. Lasers Eng., vol. 72,
pp. 47–57, Sep. 2015.



7504 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 12, DECEMBER 2016

[20] A. Akhlaq, R. G. McKilliam, and R. Subramanian, “Basis construction
for range estimation by phase unwrapping,” IEEE Signal Process. Lett.,
vol. 22, no. 11, pp. 2152–2156, Nov. 2015.

[21] K. Falaggis, D. P. Towers, and C. E. Towers, “Method of excess fractions
with application to absolute distance metrology: Analytical solution,”
Appl. Opt., vol. 52, no. 23, pp. 5758–5765, Aug. 2013.

[22] K. Falaggis, D. P. Towers, and C. E. Towers, “Algebraic solution for
phase unwrapping problems in multiwavelength interferometry,” Appl.
Opt., vol. 53, no. 17, pp. 3737–3747, Jun. 2014.

[23] G. Wang, X.-G. Xia, V. C. Chen, and R. L. Fielder, “Detection, location,
and imaging of fast moving targets using multifrequency antenna array
SAR,” IEEE Trans. Arrosep. Electron Syst., vol. 40, no. 1, pp. 345–355,
Jan. 2004.

[24] M. Rüegg, E. Meier, and D. Nüesch, “Capabilities of dual-frequency
millimeter wave SAR with monopulse processing for ground moving
target indication,” IEEE Trans. Geosci. Remote Sens., vol. 45, no. 3,
pp. 539–553, Mar. 2007.

[25] G. Li, J. Xu, Y.-N. Peng, and X.-G. Xia, “Location and imaging of
moving targets using nonuniform linear antenna array SAR,” IEEE
Trans. Aerosp. Electron. Syst., vol. 43, no. 3, pp. 1214–1220, Jul. 2007.

[26] Y. Zhang and M. Amin, “MIMO radar exploiting narrowband
frequency-hopping waveforms,” in Proc. 16th Eur. Signal Process.
Conf. (EUSIPCO), Lausanne, Switzerland, Aug. 2008, pp. 25–29.

[27] W.-K. Qi, Y.-W. Dang, and W.-D. Yu, “Deblurring velocity ambiguity
of distributed space-borne SAR based on Chinese remainder theorem,”
J. Electron. Inf. Technol., vol. 31, no. 10, pp. 2493–2497, Oct. 2009.

[28] P. Beauseroy and R. Lengellé, “Nonintrusive turbomachine blade
vibration measurement system,” Mech. Syst. Signal Process., vol. 21,
pp. 1717–1738, May 2007.

[29] S. Chessa and P. Maestrini, “Robust distributed storage of residue
encoded data,” IEEE Trans. Inf. Theory, vol. 58, no. 12, pp. 7280–7294,
Dec. 2012.

[30] W. Li, X. Wang, X. Wang, and B. Moran, “Distance estimation using
wrapped phase measurements in noise,” IEEE Trans. Signal Process.,
vol. 61, no. 7, pp. 1676–1688, Apr. 2013.

[31] Z. Huang and Z. Wan, “Range ambiguity resolution in multiple PRF
pulse Doppler radars,” in Proc. ICASSP, Dallas, TX, USA, Apr. 1987,
pp. 1786–1789.

[32] X.-G. Xia and G. Wang, “Phase unwrapping and a robust Chinese
remainder theorem,” IEEE Signal Process. Lett., vol. 14, no. 4,
pp. 247–250, Apr. 2007.

[33] G. Li, J. Xu, Y.-N. Peng, and X.-G. Xia, “An efficient implementation
of a robust phase-unwrapping algorithm,” IEEE Signal Process. Lett.,
vol. 14, no. 6, pp. 393–396, Jun. 2007.

[34] X. Li and X.-G. Xia, “A fast robust Chinese remainder theorem based
phase unwrapping algorithm,” IEEE Signal Process. Lett., vol. 15, no.
10, pp. 665-668, Oct. 2008.

[35] X. Li, H. Liang, and X.-G. Xia, “A robust Chinese remainder theorem
with its applications in frequency estimation from undersampled wave-
forms,” IEEE Trans. Signal Process., vol. 57, no. 11, pp. 4314–4322,
Nov. 2009.

[36] W. Wang and X.-G. Xia, “A closed-form robust Chinese remainder
theorem and its performance analysis,” IEEE Trans. Signal Process.,
vol. 58, no. 11, pp. 5655–5666, Nov. 2010.

[37] W. Wang, X. Li, W. Wang, and X.-G. Xia, “Maximum likelihood
estimation based robust Chinese remainder theorem for real numbers
and its fast algorithm,” IEEE Trans. Signal Process., vol. 63, no. 13,
pp. 3317–3331, Jul. 2015.

[38] B. Yang, W. Wang, Q. Yin, and X.-G. Xia, “Phase detection based range
estimation with a dual-band robust Chinese remainder theorem,” Sci.
China Inf. Sci., vol. 57, no. 2, pp. 1–9, Feb. 2014.

[39] L. Xiao, X.-G. Xia, and W. Wang, “Multi-stage robust Chinese
remainder theorem,” IEEE Trans. Signal Process., vol. 62, no. 18,
pp. 4772–4785, Sep. 2014.

[40] O. Ore, “The general Chinese remainder theorem,” Amer. Math. Monthly,
vol. 59, no. 6, pp. 365–370, Jun./Jul. 1952.

Xiaoping Li received his B.S. degree in mathematics from Sichuan Normal
University, Chengdu, China, and his Ph.D. degree in information and commu-
nication engineering from Xi’an Jiaotong University, Xi’an, China, in 2006
and 2016, respectively. From 2006-2010, he was an assistant professor in
the College of Information Engineering, Tarim University, Alar, China. From
December 2013 to January 2015, he was a visiting scholar at the Department
of Electrical and Computer Engineering, University of Delaware, Newark,
Delaware.

Currently, he is a lecturer at the School of Mathematical Science, Uni-
versity of Electronic Science and Technology of China, Chengdu, China.
His main research interests include signal processing with applications in
communication systems and coding theory.

Xiang-Gen Xia (M’97–S’00–F’09) received his B.S. degree in mathematics
from Nanjing Normal University, Nanjing, China, and his M.S. degree in
mathematics from Nankai University, Tianjin, China, and his Ph.D. degree
in electrical engineering from the University of Southern California,
Los Angeles, in 1983, 1986, and 1992, respectively.

He was a Senior/Research Staff Member at Hughes Research Laboratories,
Malibu, California, during 1995-1996. In September 1996, he joined the
Department of Electrical and Computer Engineering, University of Delaware,
Newark, Delaware, where he is the Charles Black Evans Professor. His current
research interests include spacetime coding, MIMO and OFDM systems,
digital signal processing, and SAR and ISAR imaging. Dr. Xia is the
author of the book Modulated Coding for Intersymbol Interference Channels
(New York, Marcel Dekker, 2000).

Dr. Xia received the National Science Foundation (NSF) Faculty Early
Career Development (CAREER) Program Award in 1997, the Office of Naval
Research (ONR) Young Investigator Award in 1998, and the Outstanding
Overseas Young Investigator Award from the National Nature Science Foun-
dation of China in 2001. He also received the Outstanding Junior Faculty
Award of the Engineering School of the University of Delaware in 2001.
He is currently serving and has served as an Associate Editor for numer-
ous international journals including IEEE Wireless Communications Letters,
IEEE TRANSACTIONS ON SIGNAL PROCESSING, IEEE TRANSACTIONS ON

WIRELESS COMMUNICATIONS, IEEE TRANSACTIONS ON MOBILE COM-
PUTING, and IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY. Dr. Xia
is Technical Program Chair of the Signal Processing Symp., Globecom 2007 in
Washington D.C. and the General Co-Chair of ICASSP 2005 in Philadelphia.

Wenjie Wang (M’10) received the B.S., M.S., and Ph.D. degrees in informa-
tion and communication engineering from Xi’an Jiaotong University, Xi’an,
China, in 1993, 1998, and 2001, respectively. From 2009 to 2010, he was a
visiting scholar at the Department of Electrical and Computer Engineering,
University of Delaware, Newark, Delaware. Currently, he is a Professor at
Xi’an Jiaotong University.

His main research interests include information theory, broadband wireless
communications, signal processing with applications in communication sys-
tems, array signal processing and cooperative communications in distributed
networks.

Wei Wang received the B.S. and M.S. degrees from Central South University,
Changsha, China, in 2004 and 2006, respectively, both in mathematics. Cur-
rently, he is an Associate Professor in the College of Information Engineering,
Tarim University, Alar, China. He is also a Ph.D. candidate in mathematics
at Xiamen University, Xiamen, China.

His research interests are graph theory and combinatorics. He has been a
reviewer for Mathematical Reviews since 2013.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


