
Some 2� 2 Unitary Space-Time Codes from Sphere Packing Theorywith Optimal Diversity Product of Code Size 6�Haiquan Wang Genyuan Wang Xiang-Gen XiaAbstractIn this correspondence, we propose some new designs of 2 � 2 unitary space-time codes of sizes6; 32; 48; 64 with best known diversity products (or product distances) by partially using spherepacking theory. In particular, we present an optimal 2� 2 unitary space-time code of size 6 in thesense that it reaches the maximal possible diversity product for 2�2 unitary space-time codes of size6. The construction and the optimality of the code of size 6 provide the precise value of the maximaldiversity product of a 2� 2 unitary space-time code of size 6.Keywords: Unitary space-time codes, di�erential space-time modulation, optimal diversity prod-uct, packing theory.1 IntroductionUnitary space-time codes have been recently proposed in [6, 5] for di�erential space-time modulationschemes and in [1, 2, 3, 4] for possibly other space-time modulation schemes. Unitary space-time codesin di�erential encoding are useful not only when the channel information is not known at the receiverand non-coherent decoding is used but also when the channel information is known at the receiverand coherent decoding as a recursive trellis coding is used jointly with an error correction coding asa turbo type coding [19] where a super performance is achieved. There have been several unitaryspace-time code constructions in the literature: for example, group and optimal group constructions[6, 7, 5, 9]; orthogonal designs [8]; parametric codes [11]; Cayley transforms [10]; Lie groups [13, 16];and Hamiltonian constellations or spherical codes using packing theory [9, 16]. It is known that theperformance of a space-time code depends on its diversity product and having a good diversity producthas become an important criterion in the design of a space-time code. In [11], some upper bounds onthe diversity products of (unitary) space-time codes for a given size are presented. It is easy to reach thediversity product upper bound for 2�2 matrices of sizes below 4 and 2�2 unitary matrices of sizes 4 and5 reaching the upper bound are also presented in [11] using the parametric forms of unitary matrices.In fact, 2 � 2 unitary matrices of sizes below 6 reaching the upper bound can be also constructed by�The authors are with the Department of Electrical and Computer Engineering, University of Delaware, Newark, DE19716. Email: fhwang, gwang, xxiag@ece.udel.edu. This work was supported in part by the Air Force O�ce of Scienti�cResearch (AFOSR) under Grant No. F49620-02-1-0157 and the National Science Foundation under Grants CCR-0097240and CCR-0325180.The material in this correspondence was presented in part at the IEEE International Symposium onInformation Theory, Yokohama, Japan, June 29-July 4, 2003.1



using the Hamiltonian constellations from the packing theory, i.e., the optimal sphere packing points.However, in [11] it is shown that the upper bound is not reachable when the 2� 2 unitary code size isabove 5 and a tight upper bound on the diversity products remains open. The optimal or best knownsphere packing points of sizes above 5 do not provide optimal 2 � 2 unitary space-time codes withoptimal diversity products.In this correspondence, we propose some 2 � 2 unitary space-time codes by partially using theoptimal sphere packing points [20, 22]. We obtain a determinant relationship for di�erence matricesbetween Hamiltonian and general 2� 2 unitary constellations. We present some best-known designs forsize L = 6; 32; 48; 64, and also show that the code with size 6 reaches the optimal diversity product.This paper is organized as follows. In Section 2, we present new best-known diversity productdesigns for size L = 6; 32; 48; 64. In Section 3, we show the optimality of the new code of size 6presented in Section 2. Since the proof is heavily technical, we leave the most technical parts of theproof in Appendix.2 Some 2� 2 Unitary Codes with Best Known Diversity ProductsIn this section, we present some new 2 � 2 unitary codes for sizes L = 6; 32; 48; 64 with best knowndiversity products.2.1 Diversity ProductLet G = fV1; V2; � � � ; VLg be a 2 � 2 unitary space-time code of size L with V Hl Vl = I where H standsfor the transpose and complex conjugate. De�ne�(G) �= minVl;Vl02G;l 6=l0 jdet(Vl � Vl0)j: (1)and dL �= maxG �(G) = maxG minVl;Vl02G;l 6=l0 jdet(Vl � Vl0)j: (2)Following the convention in the literature, the diversity product for a 2� 2 code G is de�ned as follows:�(G) �= 12p�(G); (3)and the optimal diversity product for L-point constellation is de�ned as�(L) �= maxG �(G) = 12pdL: (4)We are interested in designing a code G with large or optimal diversity product.
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2.2 2� 2 Unitary MatricesThe content of this subsection can be found in many literature, for example, [21, 16]. For the notationalconvenience for our later study, we briey introduce some concepts on 2 � 2 unitary matrices below.Let U(2) be the set of all 2� 2 unitary matrices, i.e.,U(2) �= fA j A is a 2� 2 matrix with AHA = Ig:Between U(2) and the unit ball S3 � R4 , there exists a close relationship as follows.For any 2 � 2 matrix A with AHA = I, we have jdet(A)j = 1 and thus there is a unique angle� 2 [0; 2�) such that det(A) = ej�. For any �xed angle � 2 [0; 2�), letSU(2; �) �= fA 2 U(2) j det(A) = ej�g: (5)Thus, we have U(2) = [�2[0;2�)SU(2; �):We are particularly interested in the case of � = 0 and denote the set SU(2; 0) by SU(2) for short, i.e.,SU(2) = SU(2; 0). We now investigate the structure of SU(2). From some theory of unitary matrices(for example, see [21]), SU(2) can be isometrically embedded onto the 4-dimensional Euclidean realunit sphere. Let S3 be the unit sphere of 4-dimensional real Euclidean space R4 , i.e.,S3 = fx 2 R4 j kxk = 1g;where k � k denotes the conventional l2 norm. Because det(A) = 1 and the unitariness for any elementA in SU(2), it is not hard to see that there are two complex numbers, a = a1 + ja2 and b = b1 + jb2,such that A = � a b�b� a� � ; (6)where � denotes the conjugate, and a1; a2; b1; b2 are real numbers governed by the condition a21 + a22 +b21 + b22 = 1, i.e., jaj2 + jbj2 = 1, [21]. From this expression, the following embedding from SU(2) ontoS3 can be obtained, also see for example [16]. Let i be the mapping i : A 7! i(A) from SU(2) into S3de�ned by i(A) �= (a1; a2; b1; b2) = (Re(a); Im(a);Re(b); Im(b)); (7)where a1; a2; b1; b2 are the real numbers de�ned in (6) and Re and Im stand for the real and imaginaryparts of a complex number, respectively. Clearly, the mapping i is one-to-one and onto. Furthermore,the following relationship holds: det(A�B) = ki(A) � i(B)k2: (8)3



This equation also implies that all determinants of di�erence matrices of two distinct 2 � 2 unitarymatrices in SU(2) are positive. From (8), one can see that the problem to �nd an optimal 2 � 2space-time code in SU(2), i.e., it is restricted to have determinant 1, becomes to �nd optimal packingpoints on the sphere S3, which is called Hamiltonian constellations in [9]. Thus, as indicated in [9], ifwe denote DL as the maximal minimum-distance of L-point packing on S3, thendL � D2L;i.e., the square of the maximal minimum-distance of L-point packing on S3 is a lower bound for dL.However, as we shall see later, the above Hamiltonian constellation may not be enough to have goodcodes and we need to consider the entire 2 � 2 unitary matrix space U(2). To do so, we need adeterminant formula.2.3 A Useful Determinant FormulaLet us consider a relationship between SU(2) and U(2) or equivalently between SU(2) and SU(2; �)for any � 2 [0; 2�).For a �xed �, we de�ne a mapping J� from SU(2; �) to SU(2) as follows:J�(A) �= e�j�=2A; for A 2 SU(2; �): (9)Since det(J�(A)) = e�j� det(A) = e�j�ej� = 1, this mapping is well-de�ned. Furthermore, it is not hardto see that it is one-to-one and onto. With this notation, one can see that any 2� 2 unitary matrix Acan be represented by A = ej�=2J�(A); for some � 2 [0; 2�):An important property from this mapping is that it also provides a determinant formula for a di�erencematrix of two matrices selected from di�erent sets SU(2; �1) and SU(2; �2), which is stated in thefollowing proposition.Proposition 1 For any A0 2 SU(2) and A 2 SU(2; �), we havejdet(A�A0)j = jdet(A0 � J�(A)) � 4 sin2(�=4)j:Proof: Assume A0 = � a0 b0�b�0 a�0 � ; and J�(A) = � a b�b� a� � ;where ja0j2 + jb0j2 = 1 and jaj2 + jbj2 = 1. Thendet(A0 � J�(A)) = det(� a0 b0�b�0 a�0 ��� a b�b� a� �)= 2� (a0a� + b0b� + a�0a+ b�0b);4



By the de�nition of J� in (5), we have A = ej�=2J�(A). Therefore,jdet(A0 �A)j = ����det�� a0 b0�b�0 a�0 ��� ej�=2a ej�=2b�ej�=2b� ej�=2a� ������= j1 + ej� � ej�=2(a0a� + b0b� + a�0a+ b�0b)j= j1 + ej� � ej�=2(2� det(A0 � J�(A)))j= je�j�=2 + ej�=2 � (2� det(A0 � J�(A)))j;which is the same as the one in the proposition. q.e.d.From this proposition, we immediately have the following corollaryCorollary 1 For any A1 2 SU(2; �1) and A2 2 SU(2; �2), we havejdet(A1 �A2)j = jdet(J�1(A1)� J�2(A2))� 4 sin2((�1 � �2)=4)j:From the above proposition and corollary, one can see that the determinant absolute value of thedi�erence matrix of two 2� 2 unitary matrices depends on the distance between their embeddings andtheir angle di�erence. This motivates us to design a 2� 2 unitary space-time code using two steps: oneis to select good packing points on the sphere S3 and the other is to select good angles �.2.4 Some New Codes with Best-Known Diversity ProductsWith the help of the above determinant formulas, we can construct some 2 � 2 unitary codes withbest-known diversity products.2.4.1 Size L = 6Let d = �5=2 +p22. Select a 4-point packing on S3 as follows:a1 = (�a;�b; b;�b); a2 = (�a; b; b; b); a3 = (�a;�b;�b; b); a4 = (�a; b;�b;�b);where a = p1� 3d=8 and b = p(1� a2)=3. By mapping these points back to SU(2), we have thefollowing four unitary matrices:A1 = � �a� bj b� bj�b� bj �a+ bj � ; A2 = � �a+ bj b+ bj�b+ bj �a� bj � ;A3 = � �a� bj �b+ bjb+ bj �a+ bj � ; A4 = � �a+ bj �b� bjb� bj �a� bj � :For other two unitary matrices, we use angle �. Let�1 = 2arccos(d=2 � a); and �2 = 2� � �1;and A5 = ej�1=2I 2 SU(2; �1); A6 = �ej�2=2I 2 SU(2; �2):5



It is easy to check that the diversity product of the code fA1; A2; � � � ; A6g is 12q�5=2 +p22 � 0:7400.In next section, we shall prove that �(6) = 12q�5=2 +p22, i.e., this code reaches the optimal diversityproduct of any 2� 2 unitary space-time codes of size L = 6.2.4.2 Sizes L = 32; 48; 64To construct 32, 48 or 64 unitary matrices with large diversity products, at �rst, we �rst construct fourdiamonds in S3 as follows.Let t is a parameter, anda =r1� 38 t2; r =p1� a2; b = �p612 t; r1 = p33 t; � = 2�3 :The four point coordinates of the �rst diamond area1 = (a; r; 0; 0); a2 = (a; b; r1; 0);a3 = (a; b; r1 cos(�); r1 sin(�)); a4 = (a; b; r1 cos(2�); r1 sin(2�)):The ones of the second diamond area5 = (a;�r; 0; 0); a6 = (a;�b;�r1; 0);a7 = (a;�b;�r1 cos(�);�r1 sin(�)); a8 = (a;�b;�r1 cos(2�);�r1 sin(2�)):The ones of the third diamond area9 = (�a; r; 0; 0); a10 = (�a; b; r1; 0);a11 = (�a; b; r1 cos(�); r1 sin(�)); a12 = (�a; b; r1 cos(2�); r1 sin(2�)):The ones of the forth diamond area13 = (�a;�r; 0; 0); a14 = (�a;�b;�r1; 0);a15 = (�a;�b;�r1 cos(�);�r1 sin(�)); a16 = (�a;�b;�r1 cos(2�);�r1 sin(2�)):Mapping these points back to SU(2) using the map i�1 given in (7), we obtain 16 matrices, denoted byQj, i.e., Qj �= i�1(aj) for j = 1; 2; � � � ; 16. These matrices can be used to generate best-known diversityproduct unitary codes with L = 32, 48 and 64 as follows.For L = 32, let t = p2,  = arccos(3=4) and de�neUi = Qi; i = 1; 2; 3; 4; Ui = Q8+i; i = 5; 6; 7; 8Ui = ej(�=4+=2)Qi�8; i = 9; 10; 11; 12; Ui = ej(�=4+=2)Qi; i = 13; 14; 15; 16;Ui = ej(�=2)Qi�12; i = 17; 18; 19; 20; Ui = ej(�=2)Qi�12; i = 21; 22; 23; 24;Ui = ej(3�=4+=2)Qi�20; i = 25; 26; 27; 28; Ui = ej(3�=4+=2)Qi�20; i = 29; 30; 31; 32:and put G32 = fU1; � � � ; U32g, then the minimum determinant �(G32) = p7�12 , and the diversity product�(G32) is 12qp7�12 �= 0:4536, which is best-known for size L = 32.For L = 48, let t = p2 andVi = Qi; i = 1; 2; 3; 4; Vi = Q8+i; i = 5; 6; 7; 8Vi = ej(�=6)Qi�4; i = 9; 10; 11; 12; Vi = ej(�=6)Qi�4; i = 13; 14; 15; 16;Vi = ej(�=3)Qi�16; i = 17; 18; 19; 20; Vi = ej(�=6)Qi�8; i = 21; 22; 23; 24;Vi = ej(�=2)Qi�20; i = 25; 26; 27; 28; Vi = ej(�=2)Qi�20; i = 29; 30; 31; 32;Vi = ej(2�=3)Qi�32; i = 33; 34; 35; 36; Vi = ej(2�=3)Qi�24; i = 37; 38; 39; 40;Vi = ej(5�=6)Qi�36; i = 41; 42; 43; 44; Vi = ej(5�=6)Qi�36; i = 45; 46; 47; 48:6



and de�ne G48 = fV1; � � � ; V48g, then the minimum determinant �(G48) = p3 � 1, and the diversityproduct �(G48) is 12pp3� 1 �= 0:4278, which is best-known for size L = 48.For L = 64, let t = p1:3880, and de�neWi = Qi; i = 1; 2; 3; 4; Wi = Q8+i; i = 5; 6; 7; 8Wi = ej(�=8)Qi�4; i = 9; 10; 11; 12; Wi = ej(�=8)Qi�4; i = 13; 14; 15; 16;Wi = ej(�=4)Qi�16; i = 17; 18; 19; 20; Wi = ej(�=4)Qi�8; i = 21; 22; 23; 24;Wi = ej(3�=8)Qi�20; i = 25; 26; 27; 28; Wi = ej(3�=8)Qi�20; i = 29; 30; 31; 32;Wi = ej(�=2)Qi�32; i = 33; 34; 35; 36; Wi = ej(�=2)Qi�24; i = 37; 38; 39; 40;Wi = ej(5�=8)Qi�36; i = 41; 42; 43; 44; Wi = ej(5�=8)Qi�36; i = 45; 46; 47; 48;Wi = ej(3�=4)Qi�48; i = 49; 50; 51; 52; Wi = ej(3�=4)Qi�40; i = 53; 54; 55; 56;Wi = ej(7�=8)Qi�52; i = 57; 58; 59; 60; Wi = ej(7�=8)Qi�52; i = 61; 62; 63; 64:and de�ne G64 = fW1; � � � ;W64g, then the minimum determinant �(G64) = 0:5406, and the diversityproduct �(G64) is 12p0:5406 �= 0:3676, which is best-known for size L = 64.The following table summarizes the above results and compares with some existing codes, wherediversity sum means the minimum Euclidean distance between codeword matrices [11]. From Table 1,one can see that the optimal diversity sum, 0:7746, of the 2 by 2 unitary code of size 6 presented in[11] is slightly better than the one, 0:7400, of the 2 by 2 unitary code of size 6 with optimal diversityproduct presented in this paper. Fig. 1 shows the symbol error rates (SER) of these two codes of size6 over a quasi static fading channel and one can see that the one with the optimal diversity productperforms slightly better than the one with the optimal diversity sum at high SNR, which also con�rmsthe argument between diversity product and diversity sum in [11].Table 1: Diversity product and sum comparisonsHamiltonian Codes [9] Parametric Codes [11] New CodesSize Diversity product Diversity sum Diversity product Diversity sum Diversity product Diversity sum6 0:7071 0:7071 0:7071 0:7746 (opt.) 0:7400 (opt.) 0:740032 0:4496 0:4496 0:4461 0:5621 0:4536 0:521748 0:3938 0:3938 0:3875 0:4278 0:500064 0:3609 0:3609 0:3535 0:4852 0:3676 0:3827
3 Optimality of 2� 2 Unitary Space-time Codes of Size L = 6.The main goal of this section is to prove the optimality of the code of size 6 presented in Section 2.4.1.Theorem 1 The maximal diversity product of a 2�2 unitary space-time code of size 6 is 12q�5=2 +p22,i.e., �(6) = 12q�5=2 +p22:7
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Figure 1: Symbol error rate comparison.This theorem implies that the code presented in Section 2.4.1 has already reached the maximaldiversity product.To prove this theorem, we need some preparations.First, we introduce the concept of dual. For any unitary matrix A = ej�=2J�(A), its dual is de�nedas ej(2���)=2(�J�(A)) and denoted by ~A. If � = 0, then ~A = ej2�=2(�J�(A)) = A, i.e., the dual ofA 2 SU(2) is itself. With the de�nition of a dual matrix we have the following corollary.Lemma 1 For any unitary matrices A1 and A2 with their duals ~A1 and ~A2, respectively, we have(i) jdet(A1 �B)j = jdet( ~A1 �B)j; for any unitary matrix B 2 SU(2);(ii) jdet(A1 �A2)j = jdet( ~A1 � ~A2)j:This lemma is a direct result of Proposition 1, we omit its proof. In what follows, for the notationalconvenience, we use Â to denote J�(A) for a matrix A 2 SU(2; �) by dropping the subscript � withoutcausing any confusion. Since there exists an embedding i from SU(2) onto S3, we do not distinguish amatrix in SU(2) and a vector on S3 and use the same notation A to express a matrix in SU(2) and apoint on S3. If A is treated as a point on S3, it means its embedding, i.e., i(A) in (7).Lemma 2 Let Ai 2 SU(2; �i), i = 1; 2; � � � ; L, and fA1; A2; � � � ; ALg be an optimal unitary space-timecode of size L with the maximal diversity product dL � 2. Then,jdet(Ai �Aj)j = det(Âi � Âj)� 4 sin2((�i � �j)=4) � dL; if j�i � �jj � �;jdet(Ai �Aj)j = 4 sin2((�i � �j)=4) � det(Âi � Âj) � dL; if j�i � �jj � �;8



where Âl = J�(Al) is the projection of Al from SU(2; �l) to SU(2) as de�ned in Section 2.2.Its proof is in Appendix. Lemma 2 basically provides an expression of the absolute value of adi�erence matrix determinant from the one of their projections to SU(2) and their angles for an optimalconstellation.Lemma 3 Let fA1; � � � ; ALg be an unitary space-time code with the optimal diversity product dL > 2and Aj 2 SU(2; �j), j = 1; 2; � � � ; L � 6. If 0 = �1 � � � � � �L < 2�, then �i+1 � �i < � fori = 1; 2; � � � ; L� 1, i.e., the di�erence of two adjacent angles is less than �.Its proof is in Appendix.Lemma 4 Let fP1; � � � ;PLg be L points on the sphere S3. Assume that kPi�Pjk2 � d for a constantd � 2 and 1 � i < j � L. Let P0 be any a point on this sphere. Then,� if L = 4, there exist s and t, 1 � s; t � L, such thatkP0 �Psk2 � 2� 2p1� 3d=8 and kP0 �Ptk2 � 2 + 2p1� 3d=8;� if L = 3, there exist s and t, 1 � s; t � L, such thatkP0 �Psk2 � 2� 2p1� d=3 and kP0 �Ptk2 � 2 + 2p1� d=3;� if L = 2, there exist s and t, 1 � s; t � L, such thatkP0 �Psk2 � 2� 2p1� d=4; and kP0 �Ptk2 � 2 + 2p1� d=4:Its proof is in Appendix.Lemma 5 For any L points fP1; � � � ;PLg on the unit sphere Sn in the n+1-dimensional real Euclideanspace Rn+1 , we have X1�i<j�L kPi �Pjk2 � L2:Its proof can be found in, for example, [11].Lemma 6 Let Ai = ej�i=2Âi 2 SU(2; �i), i = 1; 2; 3, be three unitary matrices. Assume �1 � �2 � �3.If �3 � �1 � �, and for i 6= j, jdet(Ai �Aj)j � d6 � p22� 5=2, then,�3 � �1 � 5�=6:Its proof is in Appendix. 9



Lemma 7 Let 2 < d � 2:5 and �1 < a; b � 1� d=2. If arccos(d=2 + a) + arccos(d=2 + b) � �=2, then,2 sin(arccos(a+ d=2)=2) � b� cos(arccos(d=2 + b) + arccos(d=2 + a))� d=2cos(arccos(�a)=2) � d; (10)where 0 � arccos(x) � �.Its proof is in Appendix.Proposition 2 Let fA1; A2; � � � ; A6g be an optimal constellation with Aj = ej�j=2Âj of the maximaldiversity product d6. Assume that 0 = �1 � � � � � �5 � � � �6 and �6 � �5 � �, �6 � �4 � �. Then,d6 � �5=2 +p22.Its proof is in Appendix.Proposition 3 Let fA1; A2; � � � ; A6g be an optimal constellation with Aj = ej�j=2Âj. Assume that0 = �1 � � � � � �5 � � � �6 and �6 � �4 � �, �6 � �3 � �. Then, d6 < �5=2 +p22.Its proof is in Appendix.Proposition 4 Let fA1; A2; � � � ; A6g be an optimal constellation with Aj = ej�j=2Âj. Assume that0 = �1 � � � � � �4 � � � �5 � �6 and �6 � �4 � �, �6 � �3 � �. Then, d6 < �5=2 +p22.Its proof is in Appendix.Proposition 5 Let fA1; A2; � � � ; A6g be an optimal constellation with Aj = ej�j=2Âj. Assume that0 = �1 � � � � � �4 � � � �5 � �6 and �6 � �3 � �, �6 � �2 � �. Then, d6 < �5=2 +p22.Its proof is in Appendix.Now we begin to prove Theorem 1.Proof of Theorem 1: Assume signal constellation G = fA1; A2; � � � ; A6g is an optimal constellationwith the maximal diversity product d6 andAi 2 SU(2; �i), i = 1; 2; � � � ; 6. By the construction in Section2.4 (1), we have d6 � �5=2 + p22. We next need to show that d6 � �5=2 + p22. To do so, let usconsider the di�erent cases of the number of the zero angles of Ai: p �= ]fi j �i = 0g: Without loss ofgenerality, we can assume that 1 � p � 6. In this proof and the proofs in Appendix, we always use0 � arccos(x) � �.(i) p = 6.p = 6 means that all Ai 2 SU(2), i.e., all six matrices Ai are on the sphere S3. In other words, thereexist 6-point packing such that the minimal distance is greater than p2, which contradicts with thepacking result on S3 (according to the result [20], the packing angle on S3 is �=2, that is, the maximalminimum distance is p2).(ii) p = 5. 10



Assume �1 = � � � = �5 = 0 and �6 > 0. Thus, Ai = Âi; i = 1; 2; � � � ; 5. By Lemma 3, we have�6 � �5 � �, i.e., �6 � �: By Lemma 2,det(Âi � Â6) � d6 + 4 sin2(�6=4) > 2; i = 1; 2; � � � ; 5:For 1 � i 6= j � 5, from the condition, det(Âi� Âj) > 2: Therefore, there exists six points fÂ1; � � � ; Â6gon the sphere S3 such that the minimum distance is greater than p2, which contradicts with the packingresult as in (i).(iii) p = 4.Assume �1 = � � � = �4 = 0 and 0 < �5 � �6 < 2�: By Lemma 3, we have �5 � � and �6 � �5 � �. If�6 � �, then, as shown as (ii), fÂ1; � � � ; Â4; Â5; Â6g consists of a 6-point packing on S3 with minimumdistance greater than p2, which results in a contradiction. Therefore, we can assume that �5 � � � �6and �6 � �5 � �.We next investigate the packing position of fÂ1; � � � ; Â4; Â5;�Â6g on S3. Denote Âi = (ai; bi; ci; ei);i = 1; � � � ; 6. By a unitary transformation, we can assume Â5 = I, i.e., a5 = 1; b5 = c5 = e5 = 0. Wethen convert this problem to a packing problem on the 3-dimensional unit sphere S2 as follows. Ifai 6= 1;�1, de�ne bi = 1ri (bi; ci; ei); i = 1; 2; 3; 4; 6; (11)where ri =q1� a2i . Then bi 2 S2 and clearly,det(Âi � Âj) = 2(1� aiaj) + rirj(kbi � bjk2 � 2); (12)kbi � bjk2 = 2� 2(1� aiaj)� det(Âi � Âj)rirj : (13)Two remarks about this conversion are as follows. The mapping S3 3 (a; b; c; e) ! b = (b=r; c=r; e=r) 2S2 is not one-to-one. It is because, for di�erent two points (a; b; c; e) and (�a; b; c; e), the images are thesame. However, when we restrict a � 0 or a � 0, the mapping becomes one-to-one and onto. Anotherremark is that an image point b does not depend on a, when we restrict a to a � 0 or a � 0. To explainthis, we use the polar coordination. For any point (a; b; c; e) 2 S3, there exist three angles �1; �2; �3,such that a = sin(�1) and b = cos(�1) sin(�2); c = cos(�1) cos(�2) sin(�3); e = cos(�1) cos(�2) cos(�3).Hence b = (b=r; c=r; e=r) = (sin(�2); cos(�2) sin(�3); cos(�2) cos(�3)), which is independent of �1, i.e.,a. Therefore, when we restrict a to a � 0 or a � 0, the distance kbi � bjk is independent of ai and aj.For 1 � i � 4 and i = 6, because �5 � � and �6 � �5 � �, by Lemma 2, we have2 < d6 � jdet(A5 �Ai)j = det(Â5 � Âi)� 4 sin2(�5=4) = 2� 2ai � 4 sin2(�5=4):Therefore, ai < 0 for i = 1; 2; 3; 4; 6.Since �1 = �2 = �3 = �4 = 0, without loss of generality, we may assume that �1 � a1 � a2 � a3 �a4 < 0. If a1 = �1; then b1 = c1 = e1 = 0 and it is not hard to see that det(Â4 � Â1) = 2 + 2a4. It11



implies d6 � 2+2a4, i.e., a4 > 0, which contradicts with the result a4 < 0 we derived before. Therefore,a1 > �1:For 1 � i 6= j � 4, from (12) and the fact that �i = �j = 0, we haved6 � jdet(Ai �Aj)j = det(Âi � Âj)� 4 sin2((�i � �j)=4)= 2� 2aiaj + rirj(kbi � bjk2 � 2):Because aiaj > 0 and rirj > 0, we have kbi � bjk2 � 2 > 0. Furthermore, it is easy to see that for a�xed ai, the right hand side of the above inequality is increasing for aj. Therefore,d6 � 2� 2aiaj + rirj(kbi � bjk2 � 2) � 2� 2a24 + r24(kbi � bjk2 � 2);which implies that a4 � �p1� d6=kbi � bjk2. Because fb1; � � � ;b4g are on S2, by the packing theoryon S2, there is at least one pair fbi;bjg such that kbi � bjk2 � 8=3. Hence,a4 � �p1� 3d6=8: (14)Since a5 = 1;�1 � a6 < 0, and 0 � �6 � �5 � �, from Lemma 2 we haved6 � jdet(A6 �A5)j = det(Â6 � Â5)� 4 sin2((�6 � �5)=4)= 2� 2a6 � 4 sin2((�6 � �5)=4) � 2� 2(�1)� 4 sin2((�6 � �5)=4):Therefore, cos((�6 � �5)=2) � d6=2� 1: (15)Using the fact that d6 � jdet(A5�A4)j = det(Â5�Â4)�4 sin2(�5=4), and noting that det(Â5�Â4) =2� 2a4, we have d6 � 2� 2a4 � 4 sin2(�5=4) � 2 + 2p1� 3d6=8� 4 sin2(�5=4)= 2 cos(�5=2) + 2p1� 3d6=8; (16)where the second inequality is from (14). Inequality (16) impliescos(�5=2) � d6=2�p1� 3d6=8: (17)We now replace A5; A6 by their duals ~A5; ~A6. From the de�nition, we have~A6 = ej(2���6)=2(�Â6); ~A5 = ej(2���5)=2(�Â5):Furthermore, fA1; � � � ; A4; ~A6; ~A5g is also an optimal signal constellation by Lemma 1. We make anormalization by multiplying �ÂH6 from left to the constellation to get a new constellation:G1 �= f�ÂH6 A1;�ÂH6 A2;�ÂH6 A3;�ÂH6 A4;�ÂH6 ~A6;�ÂH6 ~A5g= f�ÂH6 A1;�ÂH6 A2;�ÂH6 A3;�ÂH6 A4; ej(2���6)=2I;�ÂH6 ~A5g:12



Since �ÂH6 is a unitary matrix, G1 is also an optimal constellation. Furthermore, G1 and fA1; � � � ; A6ghave the same angle relationships. Therefore, inequality (17) corresponding to this new constellationG1 also holds: cos((2� � �6)=2) � d6=2�p1� 3d6=8: (18)From (17) and (18), we have�5 � 2 arccos(d6=2�p1� 3d6=8); �6 � 2� � 2 arccos(d6=2�p1� 3d6=8):Hence, �6 � �5 � 2� � 4 arccos(d6=2 �p1� 3d6=8):From (15), we know that �6 � �5 � 2 arccos(d6=2� 1). Therefore,2� � 4 arccos(d6=2�p1� 3d6=8) � 2 arccos(d6=2� 1):Hence, d6 � �4(d6=2�p1� 3d6=8)2 + 4;which implies the desired result d6 � �5=2 +p22:(iv) p � 3.Assume 0 = �1 � �2 � �3 � � � � � �6. Using the same argument as in the beginning of Case (iii)when p = 4 and Lemma 3, we can also assume that � � �6 and �2 � �, �6 � �5 � �. We divide theproof into several cases according to the relationships among the angles �j .Case I �6 � � and �5 � �.We divide this case into 4 subcases.Case I.1 �6 � �, �5 � � and �6 � �4 � �.This subcase is Proposition 2.Case I.2 �6 � �, �5 � � and �6 � �4 � �, �6 � �3 � �.This subcase is Proposition 3.Case I.3 �6 � �, �5 � � and �6 � �3 � �, �6 � �2 � �.By taking the rotation of angle ��5 to G, we obtain a new constellationG0 = fA01; A02; � � � ; A06g;where A0j = e�j�5=2Aj. For j = 1; 2; 3; 4;A0j = e�j�5=2ej�j=2Âj = e(2��(�5��j))=2(�Â5):For j = 5, we have A05 = e�j�5=2A5 = Â5. For j = 6, we haveA06 = e�j�5=2ej�6=2Â6 = e(�6��5)=2Â6:13



Therefore, the relationship between G0 and G isfÂ01; Â02; Â03; Â04; Â05; Â06g = f�Â1;�Â2;�Â3;�Â4; Â5; Â6g;and f�01; �02; �03; �04; �05; �06g = f2� � �5; 2� � (�5 � �2); 2� � (�5 � �3); 2� � (�5 � �4); 0; �6 � �5g:Clearly, the diversity product of G0 is still d6.We now consider the dual of G0, denoted by ~G0, which has the same diversity product as G0 byCorollary 1: ~G0 = f ~A01; ~A02; � � � ; ~A06g, where ~A0j = e�00j =2 ~̂A0j , 1 � j � 6. By the de�nition of a dual, therelationship between ~G0 and G0 or G isf ~̂A01; ~̂A02; ~̂A03; ~̂A04; ~̂A05; ~̂A06g = f�Â01;�Â02;�Â03;�Â04; Â05;�Â06g= fÂ1; Â2; Â3; Â4; Â5;�Â6g;and the corresponding angles aref�001 ; �002 ; �003 ; �004 ; �005 ; �006g = f2� � �01; 2� � �02; 2� � �03; 2� � �04; 0; 2� � �06g= f�5; �5 � �2; �5 � �3; �5 � �4; 0; 2� � (�6 � �5)g:It is easy to see that �006 � � and �00j � � for j = 1; 2; 3; 4; 5. Furthermore,�006 � �001 � �; �006 � �002 � �; �006 � �00j � �; j = 3; 4; 5:Thus, if we rearrange ~G0 into G00 = f ~A05; ~A04; ~A03; ~A02; ~A01; ~A06g;then the conditions on G00 are exactly the same as the ones in Case I.2. By Proposition 3, we haveproved this theorem in this subcase.Case I.4 �6 � �, �5 � � and �6 � �2 � �Make a rotation angle ��2 to the constellation G as done in Case I.3 and we �nd that the newconstellation has the same conditions as in Case I.1. Therefore, by Proposition 2, we have proved thistheorem in this subcase.Case II �6; �5 � � and �4 � �.We divide this proof into 4 subcases.Case II.1 �6; �5 � �, �4 � � and �6 � �4 � �.In this case, we make a rotation to the constellation as follows. Let A0j = e�j�6=2Aj for j = 1; 2; � � � ; 6.Then fA01; A02; � � � ; A06g is also an optimal constellation. Since, for j = 1; 2; 3; 4; 5, A0j = e�j�6=2Aj =ej(2��(�6��j))=2 � (�Âj), we obtain Â0j = �Âj and the angle �0j of A0j is 2�� (�6� �j). For j = 6, �06 = 0,i.e., A06 belongs to SU(2) and A06 = Â6. Furthermore, we have that �06; �01; �02; �03; �04 are all less than or14



equal to �, and �05 is greater than or equal to �. Therefore, fA01; A02; � � � ; A06g satis�es the conditions inCase I. Thus we have proved this theorem in this subcase.Case II.2 �6; �5 � �, �4 � � and �6 � �4 � �, �6 � �3 � �.It is proved in Proposition 4.Case II.3 �6; �5 � �, �4 � � and �6 � �3 � �, �6 � �2 � �.It is proved in Proposition 5.Case II.4 �6; �5 � �, �4 � � and �6 � �2 � �.Let A0j�1 = e�j�2=2Aj for j = 2; 3; 4; 5; 6, and A06 = e(2��j�2)=2A1. Note that Â1 = A1 since �1 = 0.Then, fA01; A02; A03; A04; A05; A06g satis�es the conditions of Case I.Case III �6; �5; �4 � � and �3 � �:Under this assumption, we consider the dual constellation: �1 = 0 is �xed, and �2; �3 are changed to2�� �2; 2�� �3, which belong to [�; 2�], and �4; �5:�6 are transferred to 2�� �4; 2�� �5; 2�� �6, whichbelong to [0; �]. Therefore, through this duality, we change this subcase into Case II.Case IV �6; �5; �4; �3 � � and �2 � �:Also we consider its dual constellation and �nd that this case can be converted to Case I.By summarizing all the above cases, this theorem is proved. q.e.d.4 ConclusionIn this correspondence, we have partially used sphere packing theory to construct 2� 2 unitary space-time codes. Although the optimal ones of sizes L below 6 can be constructed from the sphere packingson S3, i.e., Hamiltonian constellations [9, 16] that reach the upper bound 12p2L=(L� 1) of the maximaldiversity products derived in [11]. This upper bound can not be reached when the sizes are above 5as shown in [11]. The critical boundary on the sizes is size L = 6. In this correspondence, we haveconstructed 2� 2 unitary space-time code of size 6 that has been shown in this correspondence to havethe optimal diversity product. The optimal diversity product d6 = 12q�5=2 +p22 � 0:74 < 0:7746 �12p2L=(L� 1) when L = 6. Some constructions of 2 � 2 unitary space-time codes of sizes 32; 48; 64of non-Hamiltonian constellations with best known diversity products have been also presented bypartially using sphere packing theory. To obtain these results, we have presented a determinant identitybetween the di�erence matrices of two matrices in a Hamiltonian constellation and two matrices innon-Hamiltonian constellations.AppendixIn this Appendix, we always assume that 0 � arccos(x) � �.
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Proof of Lemma 2Condition dL � 2 implies that for any i; j, jdet(Ai �Aj)j � 2. Therefore, from Corrollary 1, we havejdet(Âi � Âj)� 4 sin2((�i � �j)=4)j � 2:If j�i � �jj � �, then 0 � 4 sin2((�i � �j)=4) � 2:Therefore, by noting that det(Âi � Âj) � 0 from (4) and Corollary 1, we obtainjdet(Ai �Aj)j = det(Âi � Âj)� 4 sin2((�i � �j)=4):The second inequality can be similarly proved. q.e.d.Proof of Lemma 3Assume that there is an index u such that �u+1 � �u � �, we want to derive a contradiction.Since �u+1 � �u � � and 0 � �u � �u+1 < 2�, we have �u � � � �u+1. Let us consider a newconstellation fÂ1; � � � ; Âu;�Âu+1; � � � ;�ÂLg � SU(2). We want to show that this new constellationon S3 has the minimum Euclidean distance pdL.For i < j � u, 0 � �i � �j � �u � �, hence �j � �i � �. By Lemma 2,det(Âi � Âj) = jdet(Ai �Aj)j+ 4 sin2((�i � �j)=4) � dL > 2:For i > j � u+ 1, since �u+1 � �, we have �i � �j � �. Therefore, by Lemma 2, we havedet(�Âi � (�Âj)) = det(Âi � Âj) = jdet(Ai �Aj)j+ 4 sin2((�i � �j)=4) � dL > 2:For i � u < u+ 1 � j, since �j � �i � �u+1 � �u � �, by Lemma 2 we havedet(Âj � Âi) = 4 sin2((�j � �i)=4)� jdet(Aj �Ai)j:Note that det(�Âj � Âi) = 4� det(Âj � Âi). Thus,det(�Âj � Âi) = 4� 4 sin2((�j � �i)=4) + jdet(Aj �Ai)j � jdet(Aj �Ai)j � dL:Therefore, using (4) we have shown that the minimum Euclidean distance of the points fÂ1; � � � ; Âu;�Âu+1;�ÂLg on S3 is greater than pdL > p2. This contradicts with the fact that, when L � 6, themaximal minimum distance of L-point packing on the sphere S3 is p2 from the packing theory [20].q.e.d.
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Proof of Lemma 4We only prove the case of L = 4 and the other cases can be similarly proved.We �rst prove that there exists t, 1 � t � 4, such that kP0 � Ptk2 � 2 + 2p1� 3d=8. Sincean orthogonal transformation does not change the distance between any two points, without loss ofgenerality, we may assume P0 = (1; 0; 0; 0). Let Pi = (ai; bi; ci; ei). Then, kPj �P0k2 = 2� 2aj .We may assume that ai 6= 1;�1. In fact, if ai = 1, we let t = i, which is because kPt �P0k2 = 0 <2 + 2p1� 3d=8. If ai = �1, then kPi �P0k2 = 4. Let t 6= i and we havekPt �P0k2 = 2� 2at = 4� (2 + 2at) = 4� kPt �Pik2� 4� d � 2 + 2p1� 3d=8;where the third equality is from the assumption ai = �1, and the �rst inequality is from the assumptionkPt �Pik2 � d.We next derive a contradiction by assuming kPi �P0k2 > 2 + 2p1� 3d=8 for i = 1; 2; 3; 4. SincekPi �P0k2 = 2� 2ai, we have ai < �p1� 3d=8: (19)On the other hand, since kPi �Pjk2 � d, we have2� 2aiaj + (kbi � bjk2 � 2)rirj � d;where ri; rj ;bi;bj are the same as those described in (11)-(13) in the proof of Theorem 1. Since ai; aj 6= 1or �1, we have ri; rj > 0. Therefore, we obtainkbi � bjk2 � 2 + d� 2 + 2aiajrirj ; i; j = 1; 2; 3; 4; i 6= j: (20)From (19), we know that aj � 0. It is not hard to check that, on interval (�1; 0], the right hand side of(20) is strictly decreasing for ai and aj . Therefore, by using (19), we obtainkbi � bjk2 � 2 + d� 2 + 2aiajrirj> 2 + d� 2 + 2(1� 3d=8)1� (1� 3d=8) = 8=3; i; j = 1; 2; 3; 4; i 6= j: (21)Clearly, (21) contradicts with the result of 4-point packing on S2. This proves that there exists at 2 f1; 2; 3; 4g such that kP0 �Ptk2 � 2 + 2p1� 3d=8:We next prove that there exists an s 2 f1; 2; 3; 4g such thatkP0 �Psk2 � 2� 2p1� 3d=8: (22)17



To do so, let us consider point �P0. By the above result, there exists an s 2 f1; 2; 3; 4g such thatk �P0 �Psk2 � 2 + 2p1� 3d=8:Since k �P0 �Psk2 = 2 + 2as = 4� (2� 2as) = 4� kP0 �Psk2;we obtain 4� kP0 �Psk2 � 2 + 2p1� 3d=8;or kP0 �Psk2 � 2� 2p1� 3d=8: q.e.d.Proof of Lemma 6Let Âj = (aj ; bj ; cj ; ej) for j = 1; 2; 3. We want to convert these three 4-dimensional unit vectorsequivalently into three 3-dimensional unit vectors by employing orthogonal transformations. We may�rst assume Â1 = I. By using a rotation � 1 00 R �on S3, we can assume Â2 = (a2; r2; 0; 0), where R is a 3 � 3 orthogonal matrix, and r2 = p1� a22.Similarly, using a rotation 0@ 1 0 00 1 00 0 T 1Aon S3, we can assume Â3 = (a3; r3; c3; 0), where T is a 2� 2 orthogonal matrix. Thus, after normaliza-tions, we may assume Â1; Â2; Â3 of the following forms:Â1 = (1; 0; 0; 0); Â2 = (a2; r2; 0; 0); Â3 = (a3; b3; c3; 0);which are equivalent to three 3-dimensional vectors on the 2-dimensional sphere S2. Furthermore, wemay assume �1 = 0.Because �3 � �1 � � and 0 = �1 � �2 � �3, it is obvious that �2; �3 � � and �3 � �2 � �. Therefore,by Lemma 2 and the condition jdet(Ai �Aj)j � d6, we havedet(Âi � Âj) � d6 + 4 sin2((�i � �j)=4); 1 � i < j � 3: (23)From (23), we have det(Â1 � Â2) > 2, det(Â1 � Â3) > 2, and det(Â3 � Â2) > 2. This means that thepoints Â2; Â3 are on the di�erent half sphere from the point Â1.
18



Let O be the original point of coordinates and 12 be the angle \A1OA2, 13 be the angle \A1OA3.Then, 2� 2 cos(12) = det(Â1 � Â2) � d6 + 4 sin2(�2=4); (24)2� 2 cos(13) = det(Â1 � Â3) � d6 + 4 sin2(�3=4); (25)Clearly, when Â1; Â2; Â3 are on the same circle, the distance between Â2 and Â3 achieves the maximum.Therefore, det(Â2 � Â3) � 2� 2 cos(2� � 12 � 13) = 2� 2 cos(12 + 13):Applying (23) for i = 2 and j = 3, we get thatd6 + 4 sin2((�3 � �2)=4) � 2� 2 cos(12 + 13):That is d6=2 + cos(12 + 13) � cos((�3 � �2)=2): (26)From (24),(25), we have 12 � arccos(cos(�2=2) � d6=2) and 13 � arccos(cos(�3=2) � d6=2). But from(26), noticing that � � 12 + 13 � 2�, we have 12 + 13 � �+arccos(d6=2� cos((�3 � �2)=2)). Hence,� + arccos(d6=2� cos((�3 � �2)=2))� arccos(cos(�2=2)� d6=2)� arccos(cos(�3=2)� d6=2) � 0: (27)We can check that the left hand side of (27), is decreasing for d6. By condition d6 � p22 � 5=2, wethen have� + arccos((p22� 5=2)=2 � cos((�3 � �2)=2))� arccos(cos(�2=2)� (p22� 5=2)=2) � arccos(cos(�3=2)� (p22� 5=2)=2) � 0: (28)Assume �3 > 5�=6, we want to derive a contradiction. In fact, by investigating the left hand side of(28), we �nd that it is decreasing for �3. Therefore, we have� + arccos((p22� 5=2)=2 � cos((5�=6 � �2)=2))� arccos(cos(�2=2)� (p22� 5=2)=2) � arccos(cos(5�=12) � (p22� 5=2)=2) � 0; (29)which is impossible since the maximum of the left hand side of (29) for �2 2 [0; �] is less than �0:02.Therefore, the lemma is proved. q.e.dProof of Lemma 7Let f(x) = 2 sin(arccos(a+ d=2)=2) � x� cos(arccos(d=2 + x) + arccos(d=2 + a))� d=2cos(arccos(�a)=2) � d:19



Then, to prove the lemma, it is enough to prove that f(x) � 0 for �1 < x � 1� d=2. Obviously, f(x)is an in�nitely di�erentiable function in the interval (�1; 1� d=2). Moreover, its derivative isf 0(x) = �p1� (d=2 + x)2 � sin(arccos(d=2 + x) + arccos(d=2 + a))p1� (d=2 + x)2 cos(arccos(�a)=2) :Hence, equation f 0(x) = 0 becomessin(arccos(d=2 + x) + arccos(d=2 + a)) = sin(arccos(d=2 + x)):Since arccos(d=2+ x) + arccos(d=2 + a) � �=2 and arccos(d=2 + x) < �=2, the unique solution x0 of theequation f 0(x) = 0 satis�esarccos(d=2 + x0) + arccos(d=2 + a) = � � arccos(d=2 + x0):Hence, x0 = sin(arccos(d=2 + a)=2)� d=2:The second derivative of f(x) at x0 isf 00(x0) = 2 sin(arccos(d=2 + a)=2)cos2(arccos(d=2 + a)=2) cos(arccos(�a)=2) > 0:Thus, we have shown that, the equation f 0(x) = 0 has unique solution x0 in the interval (�1; 1 � d=2)and f 00(x0) > 0. Therefore, f(x0) is the minimum value of f(x) in this interval, that is, f(x) � f(x0)for x 2 (�1; 1 � d=2). On the other hand,f(x0) = (1� cos(arccos(�a)=2))(d � 2 sin(arccos(d=2 + a)=2))cos(arccos(�a)=2) � 0;where the inequality comes from the assumption d > 2 and a � 1 � d=2 < 0. This proves that, whenb 2 (�1; 1 � d=2), we have f(b) � 0. If b = 1 � d=2, then we have arccos(d=2 + b) = 0, which impliesarccos(d=2 + b) + arccos(d=2 + a) = arccos(d=2 + a) � �=2 that contradicts with the condition. Thisshows that b 6= 1� d=2 in the lemma. Therefore, we have proved the lemma. q.e.d.Proof of Proposition 2We denote G = fA1; � � � ; A6g and inherit the previous notations (ai; bi; ci; ei) for Âi; i = 1; � � � ; 6, andassume that Â5 = I. Since for 1 � j � 4 and j = 6, j�5 � �jj � �; from Lemma 2,2 < d6 � jdet(A5 �Aj)j = 2� 2aj � 4 sin2((�5 � �j)=4): (30)This implies aj � cos((�5 � �j)=2) � d6=2 � 1� d6=2 < 0 for j = 1; 2; � � � ; 6.We divide the proof of this proposition into two cases according to the number a6: one is a6 = �1and the other is a6 > �1.Case 1 a6 = �1: 20



Since a6 = �1, we have Â6 = (�1; 0; 0; 0). If there exists a j 2 f1; 2; 3g such that aj = �1, thenbj = cj = ej = 0 and det(Â4 � Âj) = 2 + 2a4. Thus, from Lemma 2 we have2 < d6 � jdet(A4 �Aj)j = det(Â4 � Âj)� 4 sin2((�4 � �j)=4)= 2 cos((�4 � �j)=2) + 2a4;which contradicts with the fact a4 < 0. Hence, aj > �1 for j = 1; 2; 3: Similarly, we can prove a4 > �1.Therefore, b1;b2;b3;b4 are well-de�ned in (11) and belong to S2.From the result of [11], the optimal determinant for 5 unitary matrices is 12=5, so we have d6 �12=5 = 2:4. We next show that there exists at least one aj for j 2 f1; 2; 3; 4g such that aj ��p1� 3d6=8. Otherwise, assume, for all j 2 f1; 2; 3; 4g, aj < �p1� 3d6=8. Then, from the opti-mal constellation conditions, we haved6 � det(Âi � Âj)� 4 sin2((�i � �j)=4) � det(Âi � Âj):Using (13), we obtain kbi � bjk2 � 2 + d6 � 2 + 2aiajrirj> 2 + d6 � 2 + 2(�p1� 3d6=8)2(1� (�p1� 3d6=8)2) = 83 :where the second inequality is from the assumption ai; aj < �p1� 3d6=8 and the fact that the righthand side of the �rst inequality above is decreasing for 1 < ai; aj < 0. Therefore,X1�i<j�4 kbi � bjk2 > 6� 83 = 16;which contradicts with the result in Lemma 5. Thus, we have proven that there exists an aj, j 2f1; 2; 3; 4g, such that aj � �p1� 3d6=8:Since a6 = �1 and �6 � �j � �, from Lemma 2 we haved6 � jdet(A6 �Aj)j = 4 sin2((�6 � �j)=4) � det(Â6 � Âj)= 4 sin2((�6 � �j)=4) � (2 + 2aj)� �2 cos((�6 � �j)=2) + 2p1� 3d6=8;which implies cos((�6 � �j)=2) �p1� 3d6=8� d6=2: (31)On the other hand, from jdet(A6 �A5)j � d6, i.e.,d6 � det(Â6 � Â5)� 4 sin2((�6 � �5)=4) = 2 + 2� 4 sin2((�6 � �5)=4);21



we have cos((�6 � �5)=2) � d6=2� 1: (32)Similarly, from jdet(A5 �Aj)j � d6 and �5 � �j � �, we haved6 � jdet(A5 �Aj)j = det(Â5 � Âj)� 4 sin2((�5 � �j)=4) = 2� 2aj � 4 sin2((�5 � �j)=4);which implies cos((�5 � �j)=2) � d6=2 + aj � d6=2�p1� 3d6=8: (33)Since (31), (32), and (33) have the same forms as the ones of (15), (17), and (18), we can use the sametechnique used in the proof of Case (iii) when p = 4 in the proof of Theorem 1 as follows. From (31)and (33), we have�6 � �j � 2 arccos(p1� 3d6=8� d6=2) and �5 � �j � 2 arccos(d6=2�p1� 3d6=8):Hence, �6 � �5 � 2 arccos(p1� 3d6=8 � d6=2) � 2 arccos(d6=2 �p1� 3d6=8)= 2� � 4 arccos(d6=2�p1� 3d6=8):From (32), we have �6 � �5 � 2 arccos(d6=2� 1). Therefore,2� � 4 arccos(d6=2�p1� 3d6=8) � 2 arccos(d6=2� 1);which implies d6 � �5=2 +p22.Case 2 a6 > �1.The main idea of the following proof of this case is to construct a new constellation, G��, that alsohas the diversity product d6 and satis�es the conditions of Case 1. To do so, we �rst take some rotationsand duals of G to generate a constellation G00. Using G00 and G, we can obtain a desired G��. We nextdivide the proof into three steps. The �rst step is to diagonalize matrix Â6 without altering Â5 = Iand other properties and to establish an equality on a6. The second step is to construct a constellationG00 through rotations and duals of G. The third one is to construct G��.Step 1. Diagonalization of Â6 and an equality on a6Since a6 > �1, vector b6 is a well-de�ned point on the sphere S2. Then, there exists a real-valuedrotation T on S2 such that b6 � T = (1; 0; 0). LetQ = � 1 00 T � :Then, Q is an orthogonal matrix and(a6; b6; c6; e6) �Q = (a6; (b6; c6; e6) � T ) = (a6; r6(b6=r6; c6=r6; e6=r6) � T )= (a6; r6b6 � T ) = (a6; r6; 0; 0);22



and (1; 0; 0; 0) �Q = (1; 0; 0; 0), where r6 =p1� a26. If we let(~aj ;~bj ; ~cj ; ~ej) = (aj ; bj ; cj ; ej) �Q; 1 � j � 6;then, these points are on the unit sphere S3. By using the mapping i�1 de�ned in Section 2, we obtainsix 2�2 unitary matrices belonging to SU(2). Denote these matrices by ~̂Aj for 1 � j � 6: Then, ~̂A5 = Iand ~̂A6 = � a6 + jr6 00 a6 � jr6 � ;which is diagonal. Furthermore, since Q is an orthogonal matrix, we havedet( ~̂Ai � ~̂Aj) = ki( ~̂Ai)� i( ~̂Aj)k2 = ki(Âi)� i(Âj)k2= det(Âi � Âj); 1 � i < j � 6;where the �rst equality is from (8), and the second equality is from the fact that Q is orthogonal, andthe last equality is also from (8). Set ~Aj = ej�j=2 ~̂Aj for 1 � j � 6. Then, by Corollary 1,det( ~Ai � ~Aj) = det(Ai �Aj); 1 � i < j � 6:Thus, we have obtained a constellation that has diversity product d6 but ~̂A5 = I and ~̂A6 is diagonal.Therefore, in the following proof, we assume the constellation G has the property: Â5 = I and Â6 hasthe above diagonal form.We now establish an equality on a6. According to the relationships among the angles, the followinginequality are clear by using the optimality conditions and Corollary 1:d6 � jdet(A6 �Aj)j = 4 sin2((�6 � �j)=4) � det(Â6 � Âj); j = 1; 2; 3; 4; (34)d6 � jdet(A5 �Aj)j = det(Â5 � Âj)� 4 sin2((�5 � �j)=4)= 2� 2aj � 4 sin2((�5 � �j)=4) = 2 cos((�5 � �j)=2) � 2aj ; j = 1; 2; 3; 4; (35)d6 � jdet(A6 �A5)j = det(Â6 � Â5)� 4 sin2((�6 � �5)=4)= 2� 2a6 � 4 sin2((�6 � �5)=4) = 2 cos((�6 � �5)=2) � 2a6: (36)Furthermore, we may assume the equality holds in (36), i.e.,d6 = jdet(A6 �A5)j = det(Â6 � Â5)� 4 sin2((�6 � �5)=4)= 2� 2a6 � 4 sin2((�6 � �5)=4) = 2 cos((�6 � �5)=2) � 2a6: (37)In fact, ifd6 < det(Â6 � Â5)� 4 sin2((�6 � �5)=4) = 2� 2a6 � 4 sin2((�6 � �5)=4) = 2 cos((�6 � �5)=2) � 2a6;then, d6=2 + a6 < cos((�6 � �5)=2) � 1:23



Since d6 > 2 and a6 > �1, we have d6=2+a6 > 0. Therefore, 0 � arccos(d6=2+a6) < �=2 is well-de�ned.Let �06 = �5 + 2arccos(d6=2 + a6). Then 0 � �06 � �5 < �, �06 < 2� (due to the assumption �5 � �), andcos((�06 � �5)=2) = d62 + a6 < cos((�6 � �5)=2):Therefore, �06 > �6. Let A06 = ej�06=2Â6. Clearly,jdet(A06 �A5)j = det(Â6 � Â5)� 4 sin2((�06 � �5)=4)= �2a6 + 2 cos((�06 � �5)=2) = �2a6 + 2(d6=2 + a6) = d6On the other hand, for j = 1; 2; 3; 4; �06 � �j > �6 � �j � �, and hence,jdet(A06 �Aj)j = 4 sin2((�06 � �j)=4)� det(Â6 � Âj)> 4 sin2((�6 � �j)=4)� det(Â6 � Âj) � d6:Therefore, fA1; � � � ; A5; A06g is also an optimal design with d6 = det(Â6 � Â5)� 4 sin2((�06 � �5)=4) andÂ06 = Â6. Thus, in the following proof of this proposition, we assume (37) holds. From (37), we obtaina6 = cos((�6 � �5)=2) � d6=2: (38)Step 2. Rotations and duals of G.Let us �rst make a rotation of angle ��4 to G to generate a new constellation. Denote this newconstellation as G�, i.e., we de�ne G� = fA�1; A�2; A�3; A�4; A�5; A�6g where A�j = e�j�4=2Aj . For j = 1; 2; 3,A�j 2 SU(2; 2� � (�4 � �j)), and for j = 4; 5; 6, A�j 2 SU(2; (�j � �4)). Therefore,fÂ�1; Â�2; Â�3; Â�4; Â�5; Â�6g = f�Â1;�Â2;�Â3; Â4; Â5; Â6g;and f��1; ��2; ��3; ��4; ��5; ��6g = f2� � �4; 2� � (�4 � �2); 2� � (�4 � �3); 0; �5 � �4; �6 � �4g:Note that ��4 = 0 and Â�4 2 SU(2).We next consider the dual of G� and denote this dual as ~G�, i.e.,~G� = f ~A�1; ~A�2; ~A�3; ~A�4; ~A�5; ~A�6g;where ~A�j is the dual of A�j . By the de�nition of dual, we havef ~̂A�1; ~̂A�2; ~̂A�3; ~̂A�4; ~̂A�5; ~̂A�6g = f�Â�1;�Â�2;�Â�3; Â4;�Â�5;�Â�6g= fÂ1; Â2; Â3; Â4;�Â5;�Â6gand their corresponding anglesf~��1; ~��2; ~��3; ~��4; ~��5; ~��6g = f2� � ��1; 2� � ��2; 2� � ��3; ��4 ; 2� � ��5; 2� � ��6g= f�4; �4 � �2; �4 � �3; 0; 2� � (�5 � �4); 2� � (�6 � �4)g:24



Notice that in ~G�, ~��4 = 0, i.e., ~A�4 2 SU(2). To have the right order of angles, we rearrange the orderof ~G� as follows. Let A01 = ~A�4; A02 = ~A�3; A03 = ~A�2; A04 = ~A�1; A05 = ~A�6; A06 = ~A�5;If we write A0j = ej�0j=2Â0j 2 SU(2; �0j), thenfÂ01; Â02; Â03; Â04; Â05; Â06g = f ~̂A�4; ~̂A�3; ~̂A�2; ~̂A�1; ~̂A�6; ~̂A�5g= fÂ4; Â3; Â2; Â1;�Â6;�Â5g;and f�01; �02; �03; �04; �05; �06g = f~��4; ~��3; ~��2; ~��1; ~��6 ; ~��5g= f0; �4 � �3; �4 � �2; �4; 2� � (�6 � �4); 2� � (�5 � �4)g:It is clear that 0 = �01 � �02 � �03 � �04 � �05 � �06 < 2�;and �06 � �; �05 � �; �06 � �04 � �:This means that the conditions on f�01; �02; � � � ; �06g are the same as those on f�1; �2; � � � ; �6g. Therefore,constellation fA0jg has the same properties as fAjg does if they have the same normalizations on theirprojections fÂ0jg as fAjg do, namely Â05 = I and Â06 is diagonal. It is assumed that Â5 = I. We nowwant to convert Â05 to I. Because Â05 = �Â6, we multiply �ÂH6 to fA01; � � � ; A06g from the left and theresultant constellation is denoted by fA001 ; � � � ; A006g �= G00. If we let A00j = ej�00j =2Â00j , then we havefÂ001 ; Â002 ; Â003 ; Â004 ; Â005 ; Â006g = f�ÂH6 Â01;�ÂH6 Â02;�ÂH6 Â03;�ÂH6 Â04;�ÂH6 Â05;�ÂH6 Â06g= f�ÂH6 Â4;�ÂH6 Â3;�ÂH6 Â2;�ÂH6 Â1; I; ÂH6 g (39)and f�001 ; �002 ; �003 ; �004 ; �005 ; �006g = f�01; �02; �03; �04; �05; �06g= f0; �4 � �3; �4 � �2; �4; 2� � (�6 � �4); 2� � (�5 � �4)g; (40)from which one can see that Â005 = I and Â006 is diagonal since ÂH6 is diagonal. Therefore, constellationG00 has the same properties as G does. Additionally, from (39), we have a005 = 1 and a006 = a6.Since G00 has the same angle relationships as those of G, inequalities (34)-(36) are also true if aj isreplaced by a00j , and �j is replaced by �00j . Furthermore, since �6 � �5 = �006 � �005 and a006 = a6, equalities(37) and (38) hold for G00.We next establish some relationships between aj and a00j for j = 1; 2; 3; 4.25



Let � = arccos(�a6). Then 0 � � < �=2 because a6 < 0. From the form of Â6 in Step 1, we haveÂ6 = � � cos�+ j sin� 00 � cos�� j sin� � :Going back to (39), we obtain, for j = 1; 2; 3; 4;� a00j + jb00j c00j + jd00j�c00j + jd00j a00j � jb00j �= � cos�+ j sin� 00 cos�� j sin� �� a4�j+1 + jb4�j+1 c4�j+1 + je4�j+1�c4�j+1 + je4�j+1 a4�j+1 � jb4�j+1 � :In other words,0BB@ a00jb00jc00jd00j 1CCA = 0BB@ cos� � sin� 0 0sin� cos� 0 00 0 cos� � sin�0 0 sin� cos� 1CCA0BB@ a4�j+1b4�j+1c4�j+1e4�j+1 1CCA ; j = 1; 2; 3; 4: (41)We need more relationships between coe�cients aj and a00j for j = 1; 2; 3; 4. For j = 1; 2; 3; 4, from(35), we have �5 � �j � 2 arccos(d6=2 + aj):By (40), we obtain �006 � �004�j+1 = 2� � (�5 � �j). Hence�006 � �004�j+1 � 2� � 2 arccos(d6=2 + aj):Therefore, �006 � �005 � 2� � 2 arccos(d6=2 + aj)� (�005 � �004�j+1): (42)Since (38) holds also for G00, the left hand side of (42) is equal to2 arccos(d6=2 + a006) = 2 arccos(d6=2 + a6):For the right hand side of (42), sinced6 � jdet(A005 �A004�j+1)j = det(Â005 � Â004�j+1)� 4 sin2((�005 � �004�j+1)=4)= 2� 2a004�j+1 � 4 sin2((�005 � �004�j+1)=4);i.e., �005 � �004�j+1 � 2 arccos(d6=2 + a004�j+1):Hence, (42) can be changed intoarccos(d6=2 + a004�j+1) � � � arccos(d6=2 + aj)� arccos(d6=2 + a6): (43)26



Or equivalently, a004�j+1 � � cos (arccos(d6=2 + aj) + arccos(d6=2 + a6))� d6=2 < 0; (44)where the second inequality is from d6 > 2. Properties (41), (43), and (44) are important for thefollowing proof, which provides us some relationships between aj and a004�j through a6 and d6.Step 3. Construction of a new constellation G�� that satis�es Case 1.Let � = �=2. Let ���j = �4=2 for j = 1; 2; 3; 4; and let ���5 = (�5 + �005)=2, ���6 = (�6 + �006)=2. LetÂ��5 = I and Â��6 = �I. De�ne, for j = 1; 2; 3; 4,0BB@ a��jb��jc��jd��j 1CCA = 0BB@ cos � � sin� 0 0sin� cos � 0 00 0 cos � � sin�0 0 sin� cos � 1CCA0BB@ ajbjcjej 1CCA : (45)and Â��j = i�1((a��j ; b��j ; c��j ; d��j )); (46)where i is the isomorphic mapping de�ned in Section 2. From (45), we know that Â��j , j = 1; 2; 3; 4,are on S3. Thus, we can view Â��j as unitary matrices in SU(2). Furthermore, from (45), we havedet(Â��i � Â��j ) = det(Âi � Âj):G�� is de�ned as follows:A��6 = ej���6 =2(�I); A��5 = ej���5 =2I; A��j = ej���j =2Â��j ; j = 1; 2; 3; 4: (47)We next show that the diversity product of this new constellation G�� is d6, i.e., we show jdet(A��i �A��j )j � d6 for 1 � i < j � 6.From the de�nition of G��, we have���6 = (2� � �5 + �4 + �6)=2; ���5 = (2� � �6 + �4 + �5)=2; (48)(���6 � ���j ) + (���5 � ���j ) = 2�; j = 1; 2; 3; 4: (49)For 1 � i < j � 4, from (45) and ���i = ���j = �4=2, we havejdet(A��i �A��j )j = det(Â��i � Â��j ) = det(Âi � Âj)� d6 + 4 sin2((�i � �j)=4) � d6; (50)where the �rst inequality is from the conditions of G. For jdet(A��6 �A��5 )j, we havejdet(A��6 �A��5 )j = det(�I � I)� 4 sin2((���6 � ���5 )=4) = 2 + 2 cos((���6 � ���5 )=2)= 2 + 2 cos((�6 � �5)=2) = 2 + 2 cos(arccos(d6=2 + a6))= 2 + 2a6 + d6 � d6; (51)27



where the third equality is from the de�nitions of ���6 and ���5 , and the forth equality is from (38).For j = 1; 2; 3; 4, from Corollary 1 we havejdet(A��6 �A��j )j = j4 sin2((���6 � ���j )=4) � det(�I � Â��j )j= j4 sin2((���6 � ���j )=4) � 4 + det(I � Â��j )j= j � 2� 2 cos((���6 � ���j )=2) + det(I � Â��j )j= j � 2 + 2 cos((���5 � ���j )=2) + det(I � Â��j )j= j � 4 sin2((���5 � ���j )=4) + det(I � Â��j )j= jdet(A��5 �A��j )j; (52)where the forth equality is from (49). Therefore, we now only need to show jdet(A��5 �A��j )j � d6.Since jdet(A��5 �A��j )j = jdet(I � Â��j )� 4 sin2((���5 � ���j )=4)j= j2 cos((���5 � ���j )=2) � 2a��j j= j2 cos((2� � �6 + �5)=4) � 2a��j j = j2 sin((�6 � �5)=4) � 2a��j j= j2 sin(arccos(a6 + d6=2)=2) � 2a��j j; (53)we need to estimate coe�cients a��j . From (41), we havea004�j+1 = cos(�)aj � sin(�)bj :On the other hand, from (45), we havea��j = cos(�)aj � sin(�)bj :By noticing that � = �=2, we obtaina��j = aj + a004�j+12 cos � = aj + a004�j+12 cos(arccos(�a6)=2) < 0; (54)where the second equality is from � = �=2 = arccos(�a6)=2 and the last inequality is from the fact thataj < 0 proved in the beginning of this proof and (44). Since 0 � arccos(x) � �, we have2 sin(arccos(a6 + d6=2)=2) � 2a��j > 0:Thus, going back to (53), we havejdet(A��5 �A��j )j = 2 sin(arccos(a6 + d6=2)=2) � aj + a004�j+1cos(arccos(�a6)=2) : (55)But from (44), a004�j+1 � � cos(arccos(d6=2 + aj) + arccos(d6=2 + a6))� d6=2:28



From this estimate and the fact that cos(arccos(�a6)=2) > 0 due to �1 < a6 < 0, (55) becomesjdet(A��5 �A��j )j �2 sin(arccos(a6 + d6=2)=2) � aj � cos(arccos(d6=2 + aj) + arccos(d6=2 + a6))� d6=2cos(arccos(�a6)=2) : (56)From (35), (38), and �6 � �j � � for j = 1; 2; 3; 4, we havearccos(d6=2 + aj) + arccos(d6=2 + a6) � (�5 � �j)=2 + (�6 � �5)=2 = (�6 � �j)=2 � �=2:Since �1 < a6; aj � 1� d6=2 and 2 < d6 � 2:4, by Lemma 7, the right hand side of (56) is greater thanor equal to d6. Therefore, we have jdet(A��5 �A��j )j � d6: (57)From (50), (51), (52), and (57), we have proved that G�� has diversity product d6. Furthermore,a��6 = �1 and ���j = �4=2 for j = 1; 2; 3; 4. If we rotate G�� by angle ��4=2, we obtain ���1 = 0. Then,the rotated constellation satis�es the conditions on Case 1 of this proof and therefore, we have the resultd6 � p22� 5=2. q.e.d.As a remark, from the last part of the above proof, one can see that after the rotation of angle ��4=2of the new constellation G��, the �rst four ���j = 0 for j = 1; 2; 3; 4. Thus, it corresponds to p = 4 andis back to the case (iii) in the main proof of Theorem 1, which also proves d6 � p22� 5=2.Proof of Proposition 3Since 0 � �j � � for 1 � j � 5, we have j�i � �j j � � for 1 � i < j � 4 and therefore, from Lemma 2,jdet(Ai �Aj)j = det(Âi � Âj)� 4 sin2((�i � �j)=4), hence,kbi � bjk2 � 2 + d6 � 2 cos((�i � �j)=2) + 2aiajrirj ; 1 � i < j � 4; (58)where bl and rl are described in (11)-(13). To prove this proposition, we next estimate the above lowerbounds for kbi � bjk for 1 � i < j � 4 under the assumption of d6 � �5=2 + p22 such that theinequality in Lemma 5 for these 4-points on the sphere S2 is violated. To do so, we estimate lowerbounds on j�i � �jj and upper bounds on aj in the following.(i). Upper bound on a1Similar to the proof of Proposition 2, we can assume that Â5 = I. Thend6 � jdet(A6 �Aj)j = 4 sin2((�6 � �j)=4)� det(Â6 � Âj); j = 1; 2; 3: (59)d6 � jdet(A6 �A5)j = det(Â6 � Â5)� 4 sin2((�6 � �5)=4)= 2� 2a6 � 4 sin2((�6 � �5)=4) = 2 cos((�6 � �5)=2) � 2a6: (60)d6 � jdet(A5 �Aj)j = det(Â5 � Âj)� 4 sin2((�5 � �j)=4)= 2� 2aj � 4 sin2((�5 � �j)=4) = 2 cos((�5 � �j)=2) � 2aj ; j = 1; 2; 3; 4: (61)29



From (61), we have that a1 � cos(�5=2)� d6=2. Hence, to have an upper bound, it is enough to have alower bound on �5. For 1 � i 6= j � 3, j�i � �j j � �. Thus, by Lemma 2,det(Âi � Âj) � jdet(Ai �Aj)j � d6:Thus, by Lemma 4, there exists s 2 f1; 2; 3g such thatdet(Â6 � Âs) � 2� 2p1� d6=3:Combining this with (59) we haved6 � 4 sin2((�6 � �s)=4)� (2� 2p1� d6=3);or �6 � �s � 2 arccos(�d6=2 +p1� d6=3):Therefore, �6 � 2 arccos(�d6=2 +p1� d6=3): (62)Similarly, by considering Â6 with fÂ4; Â5g and Lemma 4, there exists u 2 f4; 5g such thatdet(Â6 � Âu) � 2 + 2p1� d6=4;Since 0 � �6 � �u � �, we haved6 � det(Â6 � Âu)� 4 sin2((�6 � �u)=4) � 2 + 2p1� d6=4� 4 sin2((�6 � �u)=4);which implies �6 � �u � 2 arccos(d6=2�p1� d6=4):Since �4 < �5 and u 2 f4; 5g, we have�6 � �5 � 2 arccos(d6=2�p1� d6=4): (63)From (62) and (63), we have�5 � 2 arccos(�d6=2 +p1� d6=3)� 2 arccos(d6=2�p1� d6=4): (64)On the other hand, from (61) for j = 1, we haved6 � 2� 2a1 � 4 sin2(�5=4) = 2 cos(�5=2)� 2a1;i.e., a1 � cos(�5=2)� d6=2:30



Thus, by combining with (64), we obtain an estimation of a1 as follows:a1 � cos�arccos(�d6=2 +p1� d6=3)� arccos(d6=2�p1� d6=4)�� d6=2:Note that d6 � p22 � 5=2. Therefore, from the above estimate we havea1 � �0:5975: (65)(ii). Upper bound on a2It is similar to (i). By considering Â6 with fÂ2; Â3g and Lemma 4, there exists v 2 f2; 3g such thatdet(Â6 � Âv) � 2� 2p1� d6=4:From (59) for j = v, we haved6 � 4 sin2((�6 � �v)=4) � det(Â6 � Âv) � 4 sin2((�6 � �v)=4)� (2� 2p1� d6=4):Therefore, �6 � �v � 2 arccos(�d6=2 +p1� d6=4):Since �2 � �3 and v 2 f2; 3g, we have�6 � �2 � 2 arccos(�d6=2 +p1� d6=4):Using �6 � �2 = �6 � �5 + �5 � �2 and (63), we have�5 � �2 � 2 arccos(�d6=2 +p1� d6=4)� 2 arccos(d6=2 �p1� d6=4):On the other hand, from (61) for j = 2, we have a2 + d6=2 � cos((�5 � �2)=2). Therefore,a2 � cos�arccos(�d6=2 +p1� d6=4)� arccos(d6=2�p1� d6=4)�� d6=2:Thus, from d6 � p22� 5=2, we have a2 � �0:4524: (66)(iii). Upper bound on a3It is not hard to see that matricesfÂ6; ej(2���6)=2(�Â1); ej(2���6+�3)=2(�Â3)gsatis�es the conditions of Lemma 6. Thus, by Lemma 6 we have 2� � �6 + �3 � 5�=6, i.e.,�6 � �3 � 2� � 5�=6 = 7�=6:31



Hence, �5 � �3 = �6 � �3 � (�6 � �5) � 7�=6 � 2 arccos(d6=2 �p1� d6=4);where the inequality is from (63). From (61), we have a3 � cos((�5 � �3)=2) � d6=2. Therefore,a3 � cos(7�=12 � arccos(d6=2�p1� d6=4))� d6=2:Using the fact d6 � p22� 5=2, we obtain a3 � �0:3292: (67)(vi). Upper bound on a4 and lower bound on �4From (61), we have a4 � cos((�5��4)=2)�d6=2 � 1�d6=2. The assumption d6 � p22�5=2 impliesa4 � �0:0952: (68)Since fA4; A5; A6g satis�es the conditions of Lemma 6, we have �6 � �4 � 5�=6. By using (62), weobtain �4 � 2 arccos(�d6=2 +p1� d6=3)� 5�=6:From d6 � p22� 5=2, we have �4 � 100:3010�: (69)(v). Lower Bounds on kbi � bjk2 for 1 � i < j � 4We now apply the estimates in (65), (66), (67), (68), and (69) to estimate some lower bounds ofkbi � bjk for 1 � i 6= j � 4 through (58).For 1 � i < j � 4 and (i; j) 6= (1; 4), we havekbi � bjk2 � 2 + d6 � 2 cos((�i � �j)=2) + 2aiajq1� a2iq1� a2j� 2 + p22� 5=2 � 2 + 2aiajq1� a2iq1� a2j :Since the right hand side of the above inequality is decreasing for �1 < ai; aj < 0, by using (65), (66),(67), and (68), we obtainkb1 � b2k2 � 3:0223; kb1 � b3k2 � 2:7710; kb2 � b3k2 � 2:5798;kb2 � b4k2 � 2:3115; kb3 � b4k2 � 2:2693:For kb1 � b4k2, we havekb1 � b4k2 � 2 + d6 � 2 cos(�4=2) + 2a1a4p1� a21p1� a24� 2 + p22� 5=2 � 2 cos(100:3010�=2) + 2a1a4p1� a21p1� a24 � 3:2811:32



Therefore, X1�i<j�4 kbi � bjk2 � 16:2350 > 16;which contradicts with Lemma 5. This proves the proposition. q.e.d.Proof of Proposition 4We also divide this proof into several cases according to the angle �5.Case 1 �5 � �3 � �Let A01 = e�j�5=2A5 = Â5; A02 = e�j�5=2A6 = ej(�6��5)=2Â6;A03 = e�j�5=2A1 = ej(2���5)=2(�Â1); A04 = e�j�5=2A2 = ej(2���5+�2)=2(�Â2);A05 = e�j�5=2A3 = ej(2���5+�3)=2(�Â3); A06 = e�j�5=2A4 = ej(2���5+�4)=2(�Â4):Then, constellation fA01; A02; � � � ; A06g satis�es the conditions of Case I in the proof of Theorem 1 andtherefore, we have the result in this case.Case 2 �5 � �3 � � and �5 � �2 � �Without loss of generality, we assume that Â4 = I. Assume d6 � �5=2+p22. We divide this proofinto two steps. Step 1 is to estimate angles �j for j = 2; 3; 4; 5; 6. Step 2 is to use these estimations toinduce a contradiction. Let us begin with Step 1.Step 1. Estimations on the angles �j for j = 2; 3; 4; 5; 6Since sets of matrices fA4; A5; A6g, fA3; A4; A5g, and fA1; A2; A4g all satisfy the conditions ofLemma 6, from Lemma 6 we have�6 � �4 � 5�=6; �5 � �3 � 5�=6; �4 � 5�=6: (70)We now estimate these angles in more details. First, from the above, we have�6 = (�6 � �4) + �4 � 5�=6 + 5�=6 = 5�=3: (71)We next estimate some lower bounds on �j for j = 3; 4; 5; 6.Similar to the proof of Proposition 3, by considering Â5 with fÂ1; Â2g and det(Â1 � Â2) � d6, byLemma 4, there exists a t, t 2 f1; 2g, such thatdet(Â5 � Ât) � 2� 2p1� d6=4:Since �5 � �t � �, we obtaind6 � jdet(A5 �At)j � 4 sin2((�5 � �t)=4) � det(Â5 � Ât)� 4 sin2((�5 � �t)=4) � (2� 2p1� d6=4)= �2 cos((�5 � �t)=2) + 2p1� d6=4:33



Hence, �5 � �t � 2 arccos(�d6=2 +p1� d6=4):Thus, �5 � 2 arccos(�d6=2 +p1� d6=4) �= �5: (72)Since d6 � p22� 5=2, (72) implies �5 � �5 > 229:9981� : (73)From (70), i.e., �5 � �3 � 5�=6, we have�3 � 2 arccos(�d6=2 +p1� d6=4)� 5�=6 = �5 � 5�=6 �= �3: (74)Hence, �3 > 79:9981� : (75)To have lower bounds on �6 and �4, we consider three matricesfB1; B2; B3g �= fÂ6; ej(2���6)=2(�Â1); ej(2���6+�3)=2(�Â3)g:We �rst claim that these three matrices satisfy the condition of Lemma 6. In fact, since �6 � �3 � �,we have 2� � �6 + �3 � �. On the other hand,e�6=2 � fB1; B2; B3g = e�6=2 � nÂ6; ej(2���6)=2(�Â1); ej(2���6+�3)=2(�Â3)o= ne�6=2Â6; e2�=2(�Â1); e(2�+�3)=2(�Â3)o= fA6; A1; A3g;i.e., fB1; B2; B3g = e�j�6=2fA6; A1; A3g:Therefore, jdet(Bi �Bj)j � d6 � p22 � 5=2; for 1 � i 6= j � 3:By Lemma 6, we have 2� � �6 + �3 � 5�=6: (76)Results (71) and (76) imply �3 � �=2 = 90�: (77)34



Results (75) and (76) imply �6 � 289:9981�: (78)By (70), �4 � �6 � 150�, hence, �4 � 289:9981� � 150� = 139:9981� : (79)We next estimate an upper bound on �2. From (70) and (77), we have�5 � 150� + �3 � 240�: (80)Consider fB01; B02; B03g �= nÂ5; ej(2���5)=2(�Â1); ej(2���5+�2)=2(�Â2)o :Similar to the previous Bi, fB01; B02; B03g satis�es the conditions of Lemma 6. Therefore,2� � �5 + �2 � 150�: (81)Using (80) and (81), we obtain �2 � 30�: (82)Using this estimate and (79) and (77), we obtain�4 � �2 � 139:9981� � 30� = 109:9981�; �3 � �2 � 79:9981� � 30� = 49:9981�: (83)Step 2. Estimations on det(Âi � Âj) for 1 � i < j � 4.For 1 � i < j � 4, since �j � �i � �, we havep22� 5=2 � d6 � jdet(Ai �Aj)j � det(Âi � Âj)� 4 sin2((�j � �i)=4):Therefore, det(Âi � Âj) � p22� 5=2 + 4 sin2((�j � �i)=4): (84)
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Using (74), (79), (83), and (84), we havedet(Â4 � Â1) � p22� 5=2 + 4 sin2(�4=4)� p22� 5=2 + 4 sin2(139:9981�=4) > 3:5063;det(Â4 � Â2) � p22� 5=2 + 4 sin2((�4 � �2)=4)� p22� 5=2 + 4 sin2(109:9981�=4) > 3:0432;det(Â4 � Â3) � p22� 5=2 + 4 sin2((�4 � �3)=4)� p22� 5=2 + 4 sin2((139:9981� � 90�)=4) > 2:3777;det(Â3 � Â2) � p22� 5=2 + 4 sin2((�3 � �2)=4)� p22� 5=2 + 4 sin2(49:9981�=4) > 2:3777;det(Â3 � Â1) � p22� 5=2 + 4 sin2(�3=4)� p22� 5=2 + 4 sin2(79:9981�=4) > 2:6583;det(Â2 � Â1) � p22� 5=2 > 2:1904:Therefore, X1�i<j�4det(Âi � Âj) > 16:1536 > 16;which contradicts with Lemma 5. Therefore, we have the result in this case.Case 3 �5 � �3 � � and �5 � �2 � �Let A0j = e�j�2=2Aj+1; for j = 1; 2; 3; 4; 5;and A06 = e�j�2=2A1 = ej(2���2)=2Â1:Then the new constellation fA01; A02; � � � ; A06g satis�es the conditions of the above Case 2. Thus, we haveproved the proposition. q.e.dProof of Proposition 5We divide this proof into two cases according to angle �5.Case 1 �5 � �2 � �In this case, without loss of generality, we assume Â3 = I. Assume d6 � �5=2 +p22. We want toderive a contradiction.Since �5 � �j � � for j = 1; 2 and �2 � �1 � �, by considering Â5 with fÂ1; Â2g and using the sametechnique as before, i.e., Lemma 4, there exists u 2 f1; 2g, such thatdet(Â5 � Âu) � 2� 2p1� d6=4:36



Therefore, from the condition jdet(A5 �Au)j � d6 and �5 � �u � �, we have4 sin2((�5 � �u)=4) � det(Â5 � Âu) + d6 � 2� 2p1� d6=4 + d6:Since �u � 0, we obtain cos(�5=2) � �d6=2 +p1� d6=4: (85)Since d6 � p22� 5=2, we obtain�5 � arccos(�d6=2 +p1� d6=4) > 229:9981� : (86)We now rotate fA1; � � � ; A6g with angle ��3: A0j = e�j�3=2Aj+2 for j = 1; 2; 3; 4, and A05 = e�j�3=2A1and A06 = e�j�3=2A2. Then, it is clear that fA01; � � � ; A06g is also an optimal design. Furthermore,A01 2 SU(2) and the angle �0j of A0j is �j+2 � �3 for j = 1; 2; 3; 4: For j = 5, since A05 = e�j�3=2A1 =e�j�3=2Â1 = ej(2���3)=2(�Â1), hence the angle �05 is 2���3. Similarly, the angle �06 is 2���3+�2. Also,Â0j = Âj+2 for j = 1; 2; 3; 4 and Â05 = �Â1 and Â06 = �Â2. In summary, we havefÂ01; Â02; Â03; Â04; Â05; Â06g = fÂ3; Â4; Â5; Â6;�Â1;�Â2g (87)and f�01; �02; �03; �04; �05; �06g = f0; �4 � �3; �5 � �3; �6 � �3; 2� � �3; 2� � �3 + �2g: (88)We now have 0 = �01 � �04 � � � �05. Moreover, �06��03 = 2���3+�2�(�5��3) = 2��(�5��2) � � and�06��02 = 2���3+�2�(�4��3) = 2��(�4��2) � �. Furthermore, �05��02 = 2���3�(�4��3) = 2���4 ��. Therefore, the conditions on fA01; � � � ; A06g are the same as those of fA1; � � � ; A6g. Therefore, similarto (85), we have cos(�05=2) � �d6=2 +p1� d6=4: (89)By the de�nitions of �05 stated in (88), we obtaincos(�3=2) � d6=2�p1� d6=4: (90)Therefore, �3 � 2 arccos(d6=2�p1� d6=4): (91)Since d6 � p22� 5=2, we obtain�3 � 2 arccos(d6=2�p1� d6=4) < 130:0018� : (92)By combining it with (86), we have �5 � �3 � 99:9962� (93)37



We next consider fÂ3; Â4; Â5; Â6g on the sphere S3. First, from Lemma 5, we haveX3�i<j�6det(Âi � Âj) � 16: (94)For 3 � i < j � 6, we have �j � �i � �. by using jdet(Ai � Aj)j � d6, we have det(Âi � Âj) �d6 + 4 sin2((�j � �i)=4). Therefore,det(Â6 � Â5) � d6 + 4 sin2((�6 � �5)=4) � d6; (95)det(Â6 � Â4) � d6 + 4 sin2((�6 � �4)=4) � d6 + 4 sin2((�5 � �4)=4); (96)det(Â6 � Â3) � d6 + 4 sin2((�6 � �3)=4) � d6 + 4 sin2((�5 � �3)=4); (97)det(Â5 � Â4) � d6 + 4 sin2((�5 � �4)=4); (98)det(Â5 � Â3) � d6 + 4 sin2((�5 � �3)=4); (99)det(Â4 � Â3) � d6 + 4 sin2((�4 � �3)=4) � d6: (100)Plugging (95)-(100) into (94) we obtain6d6 + 8 sin2((�5 � �4)=4) + 8 sin2((�5 � �3)=4) � 16:By applying (93) and d6 � p22� 5=2 to solve above inequality, we obtain�5 � �4 � 99:9966�: (101)Since fA01; � � � ; A06g has the same conditions as the ones of fA1; � � � ; A6g, we have�05 � �04 � 99:9966�: (102)By (88), we have 2� � �3 � �6 + �3 � 99:9966�, hence,�6 � 260:0034�: (103)Using (103), we can revise the estimates on �6 � �4 and �6 � �3. In fact, because fA1; A2; A4g satis�esthe conditions of Lemma 6, we have �4 � 5�=6 = 150�: (104)Hence, �6 � �4 � 110:0034� : (105)For �6 � �3, by using (103) and (92) we have�6 � �3 � 130:0016� : (106)38



Similarly, for �5 � �4, from (86) and (104), we have�5 � �4 � 229:9981� � 150� = 79:9981� : (107)Plugging (105),( 106), (107) and (93) into (96), (97), (98) and (99), respectively, we obtaindet(Â6 � Â4) � d6 + 4 sin2((�6 � �4)=4) � d6 + 4 sin2(110:0034�=4);det(Â6 � Â3) � d6 + 4 sin2((�6 � �3)=4) � d6 + 4 sin2(130:0016�=4);det(Â5 � Â4) � d6 + 4 sin2((�5 � �4)=4) � d6 + 4 sin2(79:9981�=4);det(Â5 � Â3) � d6 + 4 sin2((�5 � �3)=4) � d6 + 4 sin2(99:9962�=4):Therefore, using d6 � p22� 5=2, we obtaindet(Â6 � Â5) � 2:1904; det(Â6 � Â4) � 3:0433; det(Â6 � Â3) � 3:3452;det(Â5 � Â4) � 2:6583; det(Â5 � Â3) � 2:9047; det(Â4 � Â3) � 2:1904:Therefore, X3�i<j�6det(Âj � Âi) � 16:3323 > 16;which contradicts with (94). Hence, we have the result in this case.Case 2 �5 � �2 � �Let A0j = e�j�2=2Aj+1; for j = 1; 2; 3; 4; 5;and A06 = e�j�2=2A1 = ej(2���2)=2Â1:Then, the new constellation fA01; A02; � � � ; A06g satis�es the conditions of Proposition 4. Thus, we haveproved the proposition. q.e.d.
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